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M. V. George, Stanley K. Smith, David A. Swanson, and Jeff Tayman 

 

*Preliminary version of a chapter published in Jacob S. Siegel and David A. Swanson (editors), 

The Methods and Materials of Demography.  San Diego: Elsevier Academic Press, 2004.  This 

chapter updates and extends the chapter on population projections published in Henry S. Shryock 

and Jacob S. Siegel (editors), The Methods and Materials of Demography.  Washington DC: 

U.S. Census Bureau, 1973.   

INTRODUCTION 

Estimates, Projections, and Forecasts 

Demographers are frequently called upon to produce population information when census 

and related data are not available.  Information about a present or past population is called an 

estimate.  As discussed in the previous chapter, there are many ways to make population 

estimates.  Some methods update information from the most recent census using ratio, 

regression, or component techniques. They often use data from sample surveys or administrative 

records.  Others use various techniques of interpolation to develop estimates for dates between 

censuses.  Some methods provide estimates only for the total population, whereas others provide 

estimates by age, sex, race, and a variety of other demographic and socioeconomic 

characteristics.   

Demographers typically refer to information about the future as either a  projection or a 

forecast.  Although these two terms are often used interchangeably, they can be differentiated 

according to the expected likelihood of their outcomes.   A projection may be defined as the 
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numerical outcome of a particular set of assumptions regarding the future population.  It is a 

conditional calculation showing what the future population would be if a particular set of 

assumptions were to hold true.  Because a projection does not attempt to predict whether those 

assumptions actually will hold true, it can be incorrect only if a mathematical error is made in its 

calculation.  Although a given projection can be judged by the merits of its assumptions in 

relation to the use to which it may be put, it can never be proven right or wrong by future events.  

A forecast may be defined as the projection that is selected as the one most likely to 

provide an accurate prediction of the population.  As such, it represents a specific viewpoint 

regarding the validity of the underlying data and assumptions.  A forecast reflects a judgment 

and it can be proven right or wrong by future events (or, more realistically, it can be found to 

have a relatively small or large error).  Projection is a more inclusive term than forecast:  All 

forecasts are projections but not all projections are forecasts.  Projections and forecasts 

sometimes refer solely to total population, but often include information on age, sex, race, and 

other characteristics as well. 

Distinctions among the terms estimate, projection, and forecast, are not always clear-cut.  

When the data needed for population estimates are not available, techniques ordinarily used for 

population projections are sometimes used for calculations of current and past populations.  A 

government statistical agency may view its calculations of future population as projections, but 

data users may interpret them as forecasts.  In this chapter we use the term estimate to refer to a 

present or past population and projection to refer to a future population, regardless of their 

intended uses or the methodology employed.  We use the term forecast for particular projections 

when discussing their accuracy. 
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Uses of Population Projections 

 

Population projections can be used for a number of purposes.  They provide a tool for 

analyzing the components of growth and the sensitivity of underlying assumptions.  Projections 

can raise our understanding of the determinants of population change. For example, what impact 

would a 20% decline in birth rates have on a country’s population size and age structure in 50 

years?  How would eliminating all deaths due to a particular cause affect the population growth 

rate?  How many people would move into a local area if a new factory employing 1,000 people 

were opened?  

Projections also can be used to provide information on possible future scenarios.  

Because we cannot “see” into the future, it is helpful to consider a range of scenarios based on 

different but reasonable assumptions.  Alternative scenarios provide an indication of potential 

variations in future demographic trends, which facilitates planning for “worst-case” outcomes.  

Specific outcomes can be used to sound warnings about the perceived negative implications of 

particular trends and to call for actions directed toward preventing those outcomes from 

occurring.   

Perhaps the most important use of population projections is in the role they can play as a 

rational basis for decision-making.  Changes in population size and composition have many 

social, economic, environmental, and political implications; for this reason, population 

projections often serve as a basis for producing other projections (e.g., births, households, 

families, school enrollment, and  labor force).  Population projections help decision makers in 

both the public and private sectors make informed choices. 
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National population projections, for example, can be used to plan for future Social 

Security and Medicare obligations (Lee and Tuljapurkar, 1997; Miller, 2001).  State projections 

can be used to determine future water demands (Texas Water Development Board, 1997) and 

welfare expenditures (Opitz and Nelson, 1996).  Local projections can be used to determine the 

need for new public schools (Swanson et al., 1998) and to select sites for fire stations (Tayman, 

Parrott, and Carnevale, 1994).  Business enterprises use forecasts to predict demands for their 

products (Thomas, 1994) and to anticipate the costs of current and retired employees (Kintner 

and Swanson, 1994).  Population projections can be used to forecast the demand for housing 

(Mason, 1996), the number of people with disabilities (Michaud, George, and Loh, 1996), and 

the number of sentenced criminals (Oregon Office of Economic Analysis, 2000).  

Population projections take advantage of the two strong points of demography described 

in Chapter 1:  The accurate recording of demographic processes over a period of years; and the 

momentum that links demographic processes for one time period with those for another.  

Because the future is intimately tied to the past, projections based on past trends and 

relationships raise our understanding of the dynamics of population growth and often provide 

forecasts of future population change that are sufficiently accurate to support good decision-

making.  The diverse and increasingly influential roles played by population projections make 

them an important part of modern demographic analysis. 

 
 
Population Projection Methods 

 

Population projections may be prepared using either subjective or objective methods.  

Subjective methods are those in which data, techniques, and assumptions are not clearly identified; 
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consequently, other analysts cannot replicate them exactly.  Objective methods are those for which 

data, techniques, and assumptions are clearly identified, such that other analysts can replicate them 

exactly.  We do not cover subjective methods in this chapter, but it is important to note that even 

objective methods require choices regarding variables, data sources, projection techniques, and so 

forth.  At some level, every projection method requires the application of judgment.   

Following Smith et al. (2001), we classify objective methods into three broad categories: 

(1) Trend extrapolation; (2) Cohort-component; and (3) Structural models.  Trend extrapolation 

methods are based on the continuation of observable historical trends.  For methods of this type, 

future values of a variable are determined solely by its historical values.  The cohort-component 

method divides the population into age-sex cohorts and accounts for the fertility, mortality, and 

migration behavior of each cohort.  A variety of techniques can be used to project each of the 

three components of population growth.  Structural Models rely on observed relationships 

between demographic and other variables (e.g., land uses, employment) and base population 

changes on projected changes in those other variables.   The relationships in structural models 

are typically developed using regression analysis and variants thereof. In actual application, 

methods in these three categories are not always mutually exclusive.  For example, applications 

of the cohort-component method often incorporate trend extrapolations of one type or another, 

and structural models are often used in conjunction with the cohort-component method. 

 

Data Sources 

  

Population projections are influenced not only by the methods and assumptions used in 

their production, but also by the historical data series upon which they are based. Census counts 
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and post-censal estimates typically serve as the empirical foundation for the population upon 

which projections are based, while vital statistics and immigration data serve as the empirical 

foundation for births, deaths, and immigration. Other data used as a basis for population and 

related projections include social security enrollees, school enrollment, employment files, voter 

registration lists, change-of-address records, and property tax records. Data from sample surveys 

are sometimes used as well. Accurate and comprehensive data are essential for the production of 

useful projections. 

  

Alternative Series 

  

The magnitude, distribution, and composition of future populations are far from certain.  

To reflect this uncertainty, the producers of population projections often publish a number of 

alternative series rather than a single series.  The production of alternative series based on 

different assumptions is common in “official” population projections throughout the world 

(Australian Bureau of Statistics, 2000; Bongaarts and Bulatao, 2000; George, 2001; and Mosert 

and van Tonder, 1987).  Alternative series are sometimes based on different projection methods, 

but a more common approach is to apply different combinations of assumptions using a single 

method.  In the cohort-component method, for example, alternative series are frequently based 

on different combinations of assumptions concerning mortality, fertility, and migration.  The 

number of alternative series can vary considerably; recent applications by the U. S. Census 

Bureau have had as many as 30 (Spencer, 1989) and as few as two (Campbell, 1996).  According 

to a 1988 survey on methodological issues of national projections in 31 countries, 23 computed 
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more than one variant (Keilman, 1991). The most common practice is to produce two, three, or 

four alternative series. 

 Several interpretations can be given to the alternative series in a set of projections.  One 

is that each gives a reasonable view of future population change and that no one series is 

preferable to any other.  The U.S. Census Bureau gave this interpretation to its projections of 

state populations between the 1950s and early 1990s.  Not only did the Census Bureau decline to 

designate a “most likely” series, but also it explicitly stated that none of the projections was 

intended as a forecast  (Wetrogan, 1990).  Another interpretation is that, although each 

alternative series is reasonable, one is preferable to all the others.  This is the interpretation the 

Census Bureau gave its set of state projections in the mid-1990s (Campbell, 1996).  Both 

interpretations are common, but the current tendency among the producers of population 

projections seems to be to designate one particular series as the most likely (i.e., as the forecast). 

However, the production of alternative series is not the only way to deal with uncertainty.  

 

Geographic Areas 

 

Population projections may be prepared for the world as a whole, for major regions of the 

world, for nations, and for a variety of subnational areas such as states, provinces, departments, 

cities, counties, census tracts, enumeration districts, postal areas, school districts, and individual 

blocks.  Although many of the factors affecting the methodology and analysis of population 

projections are the same for all geographic areas, there are important differences as well.  First, 

data are more readily available and more reliable for nations than for subnational areas and for 

large subnational areas than small subnational areas.  Second, migration typically plays a greater 
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role in population growth for subnational areas than for nations and for small subnational areas 

than for  large subnational areas.  Third, population growth rates are generally more variable for 

subnational areas than for nations and for small subnational areas than large subnational areas.  

Consequently, choices regarding data, techniques, and assumptions may be different for 

projections at one geographic than for projections at another.  

Much of the research on the methodology and analysis of population projections has 

focused on projections at the national, regional, and global levels (Bongaarts and Bulatao, 2000; 

O’Neill et al., 2001; Lutz, Vaupel, and Ahlburg, 1999).  However, some studies have dealt  

specifically with projections for subnational areas (Davis, 1995; Pittenger, 1976; Smith et al., 

2001).  Many of the issues we discuss in this chapter are common to all population projections, 

but several relate primarily to small areas. 

 

Organization of this Chapter  

  

We start by discussing the major producers of international, national, and subnational 

projections.  Next, we provide a description of the methods and materials used in preparing three 

basic types of population projections: (1) trend extrapolation; (2) the cohort-component method; 

and (3) structural modeling.  We  briefly discuss methods for preparing related projections on 

such topics as school enrollment, employment, and households.  We follow this with a review of 

issues that we believe should be considered when preparing or evaluating population projections, 

including a discussion of forecast accuracy.  We close with several conclusions regarding the 

nature and utility of population projections. 
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Before proceeding, it is useful to define six terms that are frequently used in describing 

population projections.  Although not universal, these terms are widely used and generally 

understood by those working in the field.  They are: (1) base year; (2) launch year; (3) target 

year; (4) base period; (5) projection horizon; and (6) projection interval.  The base year is the 

year of the earliest data used to make a projection, the launch year is the year of the most recent 

data used to make a projection, and the target year is the year for which the population is 

projected.  The base period is the number of years between the base year and launch year, while  

the projection horizon is the number of years between the launch year and target year.  The 

projection interval is the time increment for which projections are  made (e.g., annually or every 

five years). 

 

PRODUCERS OF POPULATION PROJECTIONS 

 

International 

 

Three major agencies produce population projections for the entire world, its major 

regions, and virtually all countries. These are: (1) the United Nations (UN); (2) the World Bank; 

and (3) the International Programs Center, which is part of the Population Division of the U.S. 

Census Bureau.  The UN published its first comprehensive set of national, regional, and global 

population projections in 1958.  It published its second set in 1966 and has published a new set 

every two years since 1978 (O’Neill et al., 2001: 207).  UN (1998) projections provide 

information on the age and sex structure of the population and include several variants based on 

different combinations of assumptions.  These projections incorporate information from the latest 
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round of censuses in each country and use the latest vital statistics and international migration 

data.  

The World Bank began producing national, regional, and global population projections in 

1978 and has produced a new set every few years since that time.  Some sets have included 

several alternative series, others only a single series.  Until the mid-1990s these projections were 

published in various issues of the World Development Report.  Since then, they have been 

produced only for internal use (O’Neill et al., 2001: 208). 

The Population Division (International Programs Center) of the U.S. Census Bureau 

began producing national, regional, and global projections in 1985 and publishes updates 

approximately every other year (O’Neill et al., 2001: 208).  These projections are available on-

line in its “International Data Base,” which covers 227 countries and the major regions of the 

world (U.S. Census Bureau, 2001).  Currently, projections of total population are available in 10-

year intervals through 2050 and projections by age and sex are available for 2000 and 2025. 

Several other agencies also produce international projections.  The Population Reference 

Bureau publishes projections for all countries of the world, using a combination of projections 

produced by other agencies and those produced internally.  The International Institute for 

Applied Systems Analysis (IIASA) produced several sets of projections for the world and 13 of 

its regions during the 1990s. With the assistance of Statistics Netherlands, the Statistical Office 

of the European Communities (EUROSTAT) produces national population projections by age 

and sex  (generally 3 scenarios) for the countries of the European Union  and  the countries of the 

European Free Trade Association every three to five years (Cruijsen, 1994; EUROSTAT, 1998). 

Academic demographic centers (e.g., Australian National University), private sector entities 
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(e.g., The Futures Group), and other specialized institutions (e.g., U.S. National Research 

Council) also conduct research on population projections.   

 

National Producers 

 

Many agencies produce national-level projections for a single country.  Typically, these 

agencies are parts of the national governments of the countries involved.  The projections vary 

tremendously in terms of methodology, assumptions, quality of input data, frequency of 

production, length of projection horizon, and amount of detail provided. 

The U.S. Census Bureau began producing projections of the U.S. population in the 1940s 

and has published updated projections a few times each decade ever since.  Although there have 

been numerous changes in assumptions, application techniques, demographic detail, alternative 

series, and projection horizons, the Census Bureau has used some form of the cohort-component 

method for every set of its national projections (Long and McMillen, 1987).  A recent set 

included nine principal alternative series through 2050, each with projections by single year of 

age, sex, race, and Hispanic origin (Day 1996a).  The alternative series were based on 

combinations of different assumptions regarding fertility rates, mortality rates, and levels of net 

immigration. The  most recent set of national projections, released in 2000, provide, for the first 

time, projections of population by nativity, and extend the time horizon to 100 years (Hollmann, 

Mulder, and Kallan, 2000). 

 

Subnational Producers 
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A variety of government agencies, research institutes, and private businesses produce 

subnational population projections.  In the United States, for example, the U.S. Census Bureau 

makes projections for states; most state governments (or their designees) make projections for 

counties in their states (and for the state as a whole); and many local and regional governments 

make projections for cities, census tracts, block groups, and other small areas.  Private businesses 

make (or compile from other sources) projections for states, counties, subcounty areas, and a 

variety of customized geographic areas and demographic subgroups.  Subnational projections 

have become increasingly common over the last few decades, especially for small areas.  Similar 

trends have occurred in other countries, including Australia (Australian Bureau of Statistics, 

2000), Canada (George, 2001), India (Indian Office of the Registrar General, 2001), Israel 

(Israeli Central Bureau of Statistics, 1987), New Zealand, (Statistics New Zealand, 2000), and 

virtually all countries in Europe (Kupiszewski and Rees, 1999). 

 

METHODS 

Trend Extrapolation 

 

 “Trend extrapolation” involves fitting mathematical models to historical data and using 

these models to project future population values.  Relatively low costs and small data 

requirements make trend extrapolation methods useful, not only in demography, but in other 

fields as well (Armstrong, 2001).  Although there are many different methods by which historical 

values can be modeled, it is convenient to organize these  methods into three categories: (1)  

Simple extrapolation methods, which require data for only two  dates and for which we discuss 

three approaches, linear change, geometric change, and exponential change;  (2) Complex 
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extrapolation methods, which require data for a number of  dates and for which we discuss four 

approaches, linear trend, polynomial curve, logistic curve, and  ARIMA time series;  and (3)  

Ratio extrapolation methods, in which the population of a smaller area is expressed as a 

proportion of the population of its larger, “parent” area, and for which we discuss three 

approaches, constant-share, shift-share, and share-of-growth. 

 Although there are exceptions, trend extrapolation methods are used much more 

frequently for projections of total population than for projections of population subgroups (e.g., 

race or ethnic groups).  We illustrate these methods using annual total population data for two 

counties, Island and Walla Walla, in the state of Washington, USA,  for the period 1960 to 2000 

(Washington State Office of Financial Management, 2000).   This constitutes a longer base 

period than the 10 to 20 years that are generally sufficient for applying trend extrapolation 

methods; we employ this data set simply as a heuristic device.  

 The Washington data are shown in Table 21-1, while  projections for 2005, 2010, and 

2015 are shown in Table 21-2.   Figure 21-1 shows the population change in both Island and 

Walla Walla counties from 1960 to  2000. Note that during this period, Island County grew 

rapidly while Walla Walla County grew very slowly.  We return to this fact in our summary 

comments on trend extrapolation methods. 

 

                           (TABLE 21-1 ABOUT HERE) 

 

     (FIGURE 21-1 ABOUT HERE) 
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Linear Change 

This method assumes that in the future a population will change by the same amount over 

a given period (e.g., a year) as occurred during the base period.  Average absolute change during 

the base period can be computed as: 

 Δ= (Pl –Pb) / (y) 

where Δ is the average absolute change, Pl is the population in the launch year, Pb is the 

population in the base year, and y is the number of years in the base period (i.e., the number of 

years between the base year, b, and the launch year, l). A  projection using this method can be 

computed as: 

Pt = Pl + [(z)(Δ)] 

where Pt is the population in the target year, Pl is the population in the launch year, and z is the 

number of years in the projection horizon (i.e., the number of years between the target year, t, 

and the launch year, l), and Δ is the average absolute  change computed for the base period. 

 For Island County, a model expressing its average absolute change between 1960 and 

2000 is computed as Δ = 1,364.05 = (74,200 – 19,638)/(40), and a projection for 2010 is 

computed as 87,840 (where 87,840 ≈ 74,200 + [(10)(1,364.05)]). For Walla Walla County, a 

model expressing average absolute change over the same forty year period is computed as Δ= 

300.13 = (54,200 – 43,195)/(40), and a projection for 2010 as 57,201 (where 57,201 ≈ 54,200 + 

[(10)(300.13)]).  Projections for both counties in 2005 and 2015 are found in Table 21-2. 
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Geometric Change 

This method assumes that a population will change by the same percentage rate over a 

given increment of time in the future as during the base period.  The average geometric rate of 

population change during the base period can be computed as: 

r = [(Pl / Pb)(1/y) ] - 1 

where r is the average geometric rate of change, Pl is the population in the launch year, Pb is the 

population in the base year, and y is the number of years in the base period. A  projection using 

this method can be computed as: 

Pt = (Pl) [(1 + r)z] 

where Pt is the population in the target year, Pl is the population in the launch year, r is the 

average geometric rate of change,  and z  is the number of years in the projection horizon.  

 For Island County, the annual  rate of geometric change between 1960 and 2000 is 

computed as r = 0.0338 = [(74,200 / 19,638)(1/40) ]- 1,   and a projection for 2010 as 103,459 ≈  

[(74,200) [(1 + 0.0338)10].  For Walla Walla  County, its annual rate of geometric change for the 

same forty year period is computed as 0.0063 = [(54,200 / 42,195)(1/40) ]- 1,   and a projection for 

2010 as 57,713 ≈  [(54,200 )(1 + 0.0063)10]. Projections for both counties in 2005 and 2015 using 

these models are provided in Table 21-2. 

 

     Exponential Change 

The exponential change approach is closely related to the geometric, but it views change as 

occurring continuously rather than at discrete intervals. The exponential rate of population 

change during the base period can be computed as: 

r = [ln (Pl / Pb)] / (y) 
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where r is the average annual exponential rate of change,  ln represents the natural logarithm, Pl 

is the population in the launch year, Pb is the population in the base year, and y is the number of 

years in the base period. A population projection using this method can be computed as: 

 
Pt = (Pl )(erz) 

where Pt is the population in the target year, Pl is the population in the launch year, e is the base 

of the system of natural logarithms (approximately 2.71828), r is the average exponential rate of 

change computed for the base period, and z  is the number of years in the projection horizon.  

 For Island County, the annual rate of exponential change from 1960 to 2000 is computed 

as 0.0332  = [ln (74,200 / 19,638)]/(40),  and a projection for 2010 as 103,416 ≈ (74,200)( 

e0.03332*10).  For Walla Walla  County, its annual rate of  exponential change for the same forty 

year period is computed as 0.0063  = [ln (54,200 / 42,195)]/(40),  and a projection for 2010 as 

5,774 ≈ (54,200)( e00.0063*10).  Projections for both counties in 2005 and 2015 using these models 

are provided in Table 21-2.  

 

Complex Extrapolation Methods 
 
 

 Unlike simple methods, complex extrapolation methods are constructed using base period  

data for more than two dates.  Accordingly, they can deal better with non-linear population 

change.    They also offer a quantitative basis for constructing measures of forecast uncertainty 

because statistical algorithms are used to estimate model parameters (Swanson and Beck, 1994).  

However, these features do not guarantee that complex extrapolation methods provide more 

accurate forecasts than simple extrapolation methods. 
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 Typically, three basic steps are followed when applying complex extrapolation methods.  

The first is to assemble historical population data for different dates during the base period.  For 

a model to be valid, the data must be based on consistently defined geographic boundaries for 

each time point. The second step is to estimate the parameters of the model selected to generate 

the projection.  Typically, graphs and statistical measures are used to determine how well a given 

model is fits the data for base period while the choice of a particular model reflects judgment 

about the nature of future population change. The final step is to generate projections using the 

model(s) selected.  

 A critical issue in the use of complex extrapolation methods is the selection of time units.  

This is important because time can be measured in several different ways and the one selected 

for a given problem affects the scale of certain parameters estimated by the curve fitting process. 

Using the data in Table 21-1 as an example, consider two linear trend models, one using the 

original units for time (i.e., 1960 through 2000) and one using a logically equivalent alternative 

(i.e., 1 through 41, where 1 corresponds to 1960 and 41 corresponds to 2000).  Both models will 

have the same fit with the historical data (e.g., the r2 values will be the same), but the intercept 

will be different.    Consistent time units must be used when estimating complex models and 

using them to project future population values. 

 

Linear Models 

  Linear models are the simplest of the complex trend extrapolation methods.  They assume 

that a population will change by the same numerical amount in the future as in the past.  This 

assumption is identical to that underlying the simple linear method discussed earlier, but the 

model is computed differently: 
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Yi = a + [(b)(Xi)] 

where Yi is a set of  i observations of values of a “dependent variable,” Xi is a set of i 

observations of an  “independent variable,” a is the constant term, and b is the slope of the  line 

describing the “best fitting linear” relationship between X and Y, as found by, e.g., the method of 

least squares (NCSS, 1995: 1309-1310). In using this approach for purposes of fitting a 

population projection model, it is convenient to recast X and Y as time and population, 

respectively.  That is, as:   

Pi = a + [(b)(Ti)]  

where Pi is the population for a set of time points (e.g., years)  over the period i = b to l (b= base 

year and l = launch year); a and b are the estimated intercept and slope, respectively, and  Ti is 

time over the period i = b to l. 

 For Island County, a linear trend model using the NCSS “linear trend growth model” 

routine  (NCSS, 1995: 1371-1388) was estimated as Pi = 12,639.64 + [(1,504.282)(Ti)], with an 

r2 value of 0.986.  The slope value implies that the population of Island County increased on 

average by 1,054 persons each year of the base period. With this model, a projected population 

for Island County in 2010 is 89,358 ≈ 12,639.64 + [1,504.282)(51)]. For Walla Walla County, 

the linear trend model was estimated as Pi = 39,002.14 + [(358.0467)(Ti)], with an r2 value of 

0.928.  With this same model, a projected 2010 population for Walla Walla County is 57,263 ≈ 

39,002.14 + [358.0467)(51)].     Projections for both counties in 2005 and 2015 are shown in 

Table 21-2.  
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Polynomial Models 

Polynomial models can be used for projections in which change is not constrained to be 

linear. The general formula for a polynomial curve is: 

Yi = a + (b1)(Xi) + (b2)(Xi
2) + (b3)(Xi

3) + … + (bn)(Xi
n) 

 

where Yi is a set of  i observations of values of a “dependent variable,” Xi is a set of i 

observations of an  “independent variable,” and a represents the constant term and bj  the slope of 

the  line describing the “best fitting” relationship between Xi
j and Y, holding constant the effects 

of Xi
k, (where k ≠ j).  Recasting X and Y as time, and population, respectively, we have:   

Pi = a + b1(Ti) + b2(Ti
2) + b3(Ti

3) + … + bn(Ti
n) 

where Pi is the population for a set of time points over the period i = b to l (b= base year and l = 

launch year), a is the estimated intercept term, bi are the estimated partial slope coefficients, and  

Ti is time over the period i = b to l. 

 In contrast to linear trend models, polynomial models have more than one term reflecting 

the independent variable (time). Consequently, there are more parameters to estimate.  The 

coefficients of a polynomial curve (a, b1, b2, …bn) can be estimated using OLS regression 

techniques (NCSS, 1995: 1309-1310).  These coefficients include both a measure of the linear 

trend (b1) and measures of the nonlinear patterns (b2, b3,…, bn). 

  To illustrate the use of a polynomial curve for population projections, we use a second-

degree polynomial (sometimes called a quadratic function).  This function includes time (the 

linear term) and time squared (also called the parabolic term) on the right-hand side of the 

equation: 

Pi = a + (b1)(Ti) + (b2)(Ti
2) 
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where b1 is the slope for the linear trend and b2 is the slope for the nonlinear (parabolic) trend.  A 

quadratic curve can produce a variety of growth scenarios, such as a population growing at an 

increasing rate, a population growing at a decreasing rate, a population declining at an increasing 

rate, or a population declining at a decreasing rate. Projections based on a quadratic curve can 

lead to very high (or low) projections for places that were growing (or declining) rapidly during 

the base period. Although any degree can be used, polynomials higher than a “second” or at most 

a “third” degree are seldom used for population projections.  Non-linear trends in the historical 

data also can be projected using curves based on logarithmic or other transformations of the base 

data. 

 For Island  County, a quadratic model using the  NCSS “multiple regression” routine  

(NCSS, 1995: 155-188) was estimated as Pi = 16,432.8 + (974.998)(Ti) + (12.602)(Ti
2), with r2 = 

0.993.  With this same model, a projected population for Island County in 2010 is 98,936 ≈ 

16,432.8 + (974.998)(51) + (12.602)(512).  For Walla Walla County, the quadratic model was 

estimated as Pi = 40,983.2 + (81.618)(Ti) + (6.5816)(Ti
2), with r2 = 0.963.  With this model, a 

projected population for Walla Walla County in 2010 is 62,264 ≈ 40,983.2 + (81.618)(51) + 

(6.5816)(512). Projections for both counties in 2005 and 2015 are shown in Table 21-2. 

 

Logistic Models 

 Unlike the extrapolation methods considered so far, the logistic approach explicitly 

allows one to place an upper limit on the ultimate size of the population for a given area.  It is 

designed to yield an S-shaped pattern representing an initial period of slow growth rates, 

followed by a period of increasing growths, and finally a period of declining growth rates that 
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approach zero as a population approaches its upper limit.   The logistic model is consistent with 

Malthusian and other theories of constrained population growth.  

Keyfitz (1968: 215) provides the following formula for a 3-parameter logistic curve: 

Y = a / [1 + (b(e-cX))] 

where Y is the population; X is the time period; a reflects the upper asymptote; b and c are 

parameters that define the shape of the logistic curve; and e is the base of the natural logarithm.  

Note that other formulas are available, some including more than three parameters (NCSS, 1995: 

1375; Pielou, 1969: 19-32). 

 In using the logistic curve, one must sometimes determine the magnitude of the upper 

asymptote and the time required in reaching it. However, there are algorithms available that 

estimate these parameters within the context of the model, but like parameters in an ordinary 

regression model (e.g., the intercept term), the estimated parameters may not be consistent with a 

substantive interpretation (e.g., a represents an actual upper population limit).  

For our purposes, Keyfitz’s formula is re-written as: 

Pt = (a )/ [1 + ((b)(e-ct))]  

where Pt is the population in the target year, a, b, and c are the estimated parameters, and t is 

time.  This model is useful because it can be generated by the NCSS package without the user 

having to provide pre-determined population limits; rather, the NCSS algorithm uses the 

available historical information to generate the needed parameters.  

 For Island County, a logistic model using the NCSS 3-parameter logistic model routine 

(NCSS 1995: 1375) was estimated as Pt = (118,272.7) / [1 + (6.061401(e-0.05843697t))] after 11 

iterations,  with r2 = 0.995293.  With this model, the projected population for Island County in 

2010 is 90,437 ≈ (118,272.7) / [1 + (6.061401(e-0.05843697*51))].  For Walla Walla County, the 
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logistic model was estimated as Pt = (41,712,310.00) / [1 + (1,059.927(e-0.007814847t))] after 235 

iterations, with r2 = 0.940.  With this model, the projected population for Walla Walla County in 

2010 is 58,542 ≈ (41,712,310.00) / [1 + (1,059.927(e-0.007814847*51))]. (Projections for both 

counties in 2005 and 2015 using these models, respectively, are provided in Table 21-2. 

    

ARIMA Time Series Models 

ARIMA ( “Autoregressive Integrated Moving Average”) models have been used  in the 

analysis and projection of populations as a whole and of their demographic attributes (Alho and 

Spencer, 1997; Carter and Lee, 1986; De Beer, 1993; Land, 1986; Lee, 1993; McDonald, 1979; 

McKnown and Rogers, 1989; Pflaumer, 1992; and Saboia, 1974).  The procedures used in 

ARIMA models are complicated, making them difficult to implement and explain to data users.   

We suggest consulting standard texts before attempting to apply this method (Box and Jenkins, 

1976; Hanke et al., 2001; Yaffee, 2000). It also may be useful to review the method of “moving 

averages,”  which forms part of the foundation of ARIMA (Hanke et al., 2001: 101-123). 

ARIMA models attempt to uncover the stochastic mechanisms that generate historical data series 

and use this information as a basis for developing projections.  Three processes can describe the 

stochastic mechanism: (1) autoregressive; (2) differencing;  and (3) a moving average.  The 

autoregressive process has a memory in the sense that it is based on the correlation of each value 

of a variable with all preceding values.  The impact of earlier values is assumed to diminish 

exponentially over time.  The number of preceding values incorporated into the model 

determines its “order.”  For example, in a first-order autoregressive process, the current value is 

explicitly a function only of the immediately preceding value.  However, the immediately 

preceding value is a function of the one before it, which is a function of the one before it, and so 
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forth.  Consequently, all preceding values influence current values, albeit with a declining 

impact.  In a second-order autoregressive process, the current value is explicitly a function of the 

two immediately preceding values; again, all preceding values have an indirect impact. 

A stationary time series is very important for the construction of a given ARIMA model.  

The differencing process is used to create a stationary time series (i.e., one with constant 

differences over time).  When a time series is non-stationary, it can often be converted into a 

stationary time series by calculating differences between values.  First differences are usually 

sufficient, but second differences are occasionally required (i.e., differences between 

differences).  Logarithmic and square root transformations can also be used to convert non-

stationary to stationary time series. The moving average is used to represent any event that has a 

substantial but short-lived impact on a time series pattern.  The order of the moving average 

process defines the number of time periods affected by a given event. 

The ARIMA method is usually written as ARIMA (p,d,q), where p is the order of the 

autoregression, d is the degree of differencing, and q is the order of the moving average.  (An 

ARIMA model based on time intervals of less than one year may also require a seasonal 

component.)  The first and most subjective step in developing an ARIMA model is to identify 

the values of p, d, and q.  The d-value is determined first because a stationary series is required to 

properly identify the autoregressive and moving average processes.  The value of d is usually 0 

or 1, but occasionally 2.  Like the d-value, the p- and q-values are also relatively small (0, 1, or—

at most—2).  The patterns of the autocorrelation function (ACF) and the partial autocorrelation 

function (PACF) and their standard errors are used to find the correct values for p and q (Box 

and Jenkins, 1976; Yaffee, 2000).  For example, a first-order autoregressive model [ARIMA 

(1,0,0)] is characterized by an ACF that declines exponentially and quickly along with a PACF 
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that has a statistically significant spike only at the first lag.  Once p, d, and q are determined, 

maximum likelihood procedures are used to estimate the parameters of a given ARIMA model.   

The final step involves assessing the suitability of a given model.  An adequate ARIMA 

model will have random residuals, no significant values in the ACF and PACF, and the smallest 

possible values for p, d, or q.  Only after an ARIMA model has passed this assessment, should it 

be used.    

It is not unusual to repeat this sequence of steps several times before a suitable ARIMA 

model is found. In this process, it is best to start simple (e.g., ARIMA (0,1,0)), check the results, 

and then add additional changes in a systematic and incremental manner (e.g., ARIMA(1,1,0), if 

the model is not found to be suitable.  If a suitable model is not found by the time one reaches, 

say,  ARIMA (2,1,2), it is probably wise to abandon this approach. 

 One characteristic of an autoregressive model is that projections will eventually reach and 

maintain a constant numeric difference similar in value to the mean of the historical series 

(McCleary and  Hay, 1980: 218).  Consequently, population projections using ARIMA will often 

be similar to projections based on linear extrapolation methods (Pflaumer, 1992; Voss and Kale, 

1985).  The formulas used in computing projections from an ARIMA model depend on the 

specification of the values of p, d, and q, each of which is most easily determined using a 

computer package designed for estimating them.   

 Using the 1960 through 2000 population figures shown in Table 21-1,  the NCSS (1995: 

1427-1436) ARIMA routine was used to develop models for Island and Walla Walla counties. 

Because the NCSS algorithm does not use ordinary least squares, it employs “pseudo-r2” as a 

measure of fit rather than “r2.” 
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 For Island County, a first order-auto regressive model with one degree of differencing 

and no moving average  (ARIMA(1,1,0)) was  found to be sufficient after 21 iterations and 

estimated as Pt+1 = [((0.876942)(Pt – Pt-1)) + Pt], with “pseudo-r2” = 0.9982. With this same 

model, a projected population for Island County in 2010 is 78,889 ≈ [((0.876942)(78,646.5 – 

78,370.4)) + 78,646.5]. For Walla Walla County, a first order-auto regressive model with one 

degree of differencing and no moving average (ARIMA(1,1,0)) also was  found to be sufficient 

after three iterations, with a “pseudo-r2” of 0.98505. In the case of Walla Walla County, it was 

estimated as Pt+1 = [((0.4573916)(Pt – Pt-1)) + Pt]. With this same model, a projected population 

for Walla Walla County in 2010 is 53,863 ≈ [((0.4573916)(53,863 – 53,863)) + 53,863]. 

Projections for both counties in 2005 and 2015 are shown in Table 21-2. 

There are three important points to bear in mind when using ARIMA models. First, because a 

given ARIMA model can have a number of alternative configurations, those that have values 

higher than 1 for p, d, and q, can be difficult to operationalize manually. That is, it may be 

difficult to manually recreate projection results created by a given software package using the 

parameters shown.  This may be of particular concern for some users because it is not easy to 

explain how the projections are calculated. Second, during the base period “projected values” 

from a given ARIMA model are generated using the actual historical values. However, once 

beyond the scope of the historical data, projected values themselves are used to generate 

subsequent projected values (There may be a period subsequent to launch date when a 

combination of actual and projected data may be used depending on the order and degree of 

differencing).  Third, ARIMA (as well as the other complex extrapolation techniques covered 

here) can be used to place probabilistic confidence intervals around their forecasts.     
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Ratio Extrapolation Methods 
 

Ratio extrapolation methods may be used where an area containing the population to be 

projected is part of a larger (“parent”) area for which projections are available.  They are often 

used where areas exist in a perfect hierarchical structure; that is, where geographic units at each 

level are mutually exclusive and exhaustive and can be aggregated to higher levels, culminating 

in one all-inclusive unit. As an example, consider census blocks in the U. S., which can be 

aggregated successively into block groups, census tracts, counties, states, and finally the country 

as a whole.  Ratio methods also can be used where there is not a perfect hierarchy – for example, 

in a city that is part of a county in which the geographic area (population) covered by all cities is 

less than the total area (population) of the county as a whole.  In this case, the parent area is not 

the county but the area represented by all of the cities. Ratio methods can be applied in situations 

where the area (population) of interest is linked to the area (population) through considerations 

other than geography (this is akin to the “targeting” approach described later in regard to 

projecting mortality and fertility) and, in addition, ratios can be formed via lagged relationships. 

We discuss three commonly used ratio methods: (1) Constant Share; (2) Shift-Share: and 

(3) Share-of-Growth. As noted, all three require projections of a “parent”  area in which the area 

of interest is located. We use Washington State as the “parent” area for applying these methods 

to Island and Walla Walla counties. Projections for Washington State are:  6,137,403, 6,545,786, 

and 6,987,273, for the years 2005, 2010, and 2015, respectively (Washington State Office of 

Financial Management, 2001). 
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Constant-Share 

In this method, the smaller area’s share of the larger area’s population is held constant at 

a level observed during the base period.   Typically it is as the share observed in the launch year.  

This constant-share method is expressed as: 

Pit = (Pil / Pjl)(Pjt) 

where Pit is the population projection for smaller area (i) in the target year; Pil is the population 

of the smaller area in the launch year; Pjl is the population of the parent area (j) in the launch 

year; and Pjt is the projection of the parent area in the target year. 

  The constant share method requires historical data from only one point in time; 

consequently, it is particularly useful for areas where changing geographic boundaries or poor 

records make it difficult or impossible to construct a reliable historical data series.  Another 

attribute of this method is that projections for all of the smaller areas add exactly to the 

projection for the parent  area.  The main drawback of this method is that it assumes that all the 

smaller areas will grow at the same rate as the parent area.  In many instances, this will not be a 

reasonable assumption. 

 Using the 2000 population figures shown in Table 21-1 for Island County and 

Washington State, a constant share model yielded a projected 2010 population for Island County 

of  83,692 ≈ (74,200/5,803,400)(6,545,786). Using the 2000 population figures shown in Table 

21-1 for Walla Walla County and Washington State, a constant share model yielded a projected 

2010 population for Walla Walla County of  61,133 ≈ (54,200/5,803,400)(6,545,786).  

Projections for 2005 and 2015 using these models, respectively, are shown in Table 21-2. 
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Shift-Share 

Unlike the constant share method, the shift-share method is designed to deal with 

changes in population shares.  Here, we describe one of several methods  in which population  

shares are extrapolated linearly over time. This shift-share method is expressed as: 

Pit = (Pjt)[(Pil / Pjl) + ((z/y)((Pil / Pjl) – (Pib / Pjb)))] 

where the smaller area is denoted by i;  the parent area by j; z is the number of years in the 

projection horizon; y is the number of years in the base period; and b, l, and t refer to the base, 

launch, and target years, respectively. 

There is a problem inherent in the shift-share method: it can lead to substantial population 

losses in areas that grew very slowly (or declined) during the base period, especially when the 

projections cover long-range horizons (e.g., 20 or 30 years).  In fact, this method can even lead to 

negative numbers.  This problem can be dealt with by incorporating constraints on projected 

population shares or on the projected rates of change in those shares.  The method also can lead 

to absurdly high projections for areas that have been growing very rapidly. As with many 

extrapolation methods, shift-share must be used very cautiously for long-range projections, 

especially for places whose population shares have been declining (or increasing) rapidly. 

 Using the 1960 and 2000 population figures shown in Table 21-1, a shift-share model 

yielded a projected 2010 population for Island County of  93,352 ≈ (6,545,786)[(74,200 / 

5,803,400 + ((10/40)((74,200/ 5,803,400) – (19,638/2,853,214)))]. For Walla Walla County, a 

shift-share model yielded a projected 2010 population of  52,216 ≈ (6,545,786)[(54,200 / 

5,803,400) + ((10/40)((54,200 / 5,803,400) – (42,195 / 2,853,214)))].  Projections for  2005 and 

2015 are shown in Table 21-2.  
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Share-of-Growth 

The third ratio method deals with shares of population change rather than population size.  

In this method, it is assumed that the smaller area’s share of population change in the parent area 

will be the same over the projection horizon as it was during the base period.  This share-of-

growth method can be expressed as: 

Pit = Pil + [((Pil - Pib) / (Pjl - Pjb))(Pjt - Pjl)] 

where the components are defined as those in the shift-share method  

 In many instances, the share-of-growth method seems to provide more reasonable 

projections than either the constant or shift-share methods.  However, it runs into problems when 

a growth rate in a smaller area has the opposite sign that that for the parent area. This can be 

dealt with using the “plus-minus” method described in Appendix C or by setting the share to zero 

and not letting it change. 

 Using the 1960 and 2000 population figures shown in Table 21-1, a shift-share model 

yielded a projected 2010 population for Island County of 87,930 ≈ 74,200 + [((74,200 – 19,638) / 

(5,803,400 – 2,853,214))(6,545,786 – 5,903,400)].  For Walla Walla County, a shift-share model 

yielded a projected 2010 population  of  57,221 ≈ 54,200 + [((54,200 – 42,195) / (5,803,400- 

2,853,214))(6,545,786 – 5,803,400)].  Projections for  2005 and 2015 are shown in Table 21-2. 

  

(TABLE 21-2 ABOUT HERE) 

 

Summary Comments on Extrapolation Methods 
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 Both simple and complex trend extrapolation methods suffer from several shortcomings.  

They do not account for differences in demographic composition or for differences in the 

components of growth.  They provide little or no information on the projected demographic  

characteristics of the population.  Because they have no theoretical content, they cannot be 

related to theories of population growth, except perhaps  the logistic model, which is consistent 

with a Malthusian view of population dynamics.  Consequently, they have limited usefulness for 

analyzing the determinants of population growth or for simulating the effects of changes in 

particular variables or assumptions.  In addition, they can lead to unrealistic or even absurd 

results, even over relatively short horizons.  In spite of their shortcomings, trend extrapolation 

methods have a number of advantages over other projection methods. They have few data 

requirements, and, with the exception of the ARIMA and Polynomial models, are quick and easy 

to apply.  They are particularly useful when data series are incomplete, time and budgets are 

highly constrained, and information on population characteristics is not needed.  Perhaps most 

important, they often provide reasonably accurate forecasts over short projection horizons.  

There is no empirical evidence showing that more complex or sophisticated methods consistently 

produce more accurate forecasts than trend extrapolation methods. 

 As shown in Table 21-2, different methods sometimes produce dramatically different 

results. Island County, for example, grew rapidly between 1960 to 2000.  Thus, it is not 

surprising that the range of projections is quite large, extending from 79,719 (logistic) to 122,166 

(geometric).    The case is quite different for Walla Walla County, which experienced a much 

smaller population increase between 1960 and 2000.  Here, the range is much smaller than that 

for Island County:  the largest projection for 2015 is provided by the quadratic method (66,194) 

and the smallest (50,978) by the shift-share method. If trend extrapolation methods are to be 
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used, which one(s) should be chosen for these two counties?  Alternatively, should an average of 

projections from several methods be calculated? Should the same methods be used in both 

counties? The use of trend extrapolation methods does not remove the need to exercise 

judgment.  We return to this issue toward the end of this chapter. 

 

COHORT-COMPONENT METHOD 

 

The cohort-component method was introduced by Cannan (1895), subsequently used  by 

Bowley (1924), and later re-discovered independently by Whelpton (1928). It is the most widely 

used method for producing national-level population projections. Although current applications 

are more detailed and sophisticated than the earliest applications, the basic framework of the 

method has changed little since the pioneering work by these three men.  

 The cohort-component method divides the launch-year  population into age-sex groups 

(i.e., cohorts) and accounts separately for the fertility, mortality, and migration behavior of each 

cohort as it passes through the projection horizon. It is a flexible and powerful method that can 

be used to implement theoretical models or serve as an atheoretical accounting procedure.  It can 

provide in-depth knowledge on population dynamics.  Also the cohort-component method can 

accommodate a wide range of assumptions and can be used at any level of geography - from the 

world as a whole down to nations, states/provinces, counties, and subcounty areas.   

  For purposes of population projection, the division of the population into age groups was 

an important methodological advance (de Gans, 1999).  It allows one to account for the differences 

in mortality, fertility, and migration rates among different age groups at a particular time, and to 

consider how rates change over time for individual cohorts.  In implementing the cohort-
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component method, age groups are typically divided by sex and often further subdivided by race or 

ethnicity.  

 Cohort-component models typically use either single years or 5-year groups.  The oldest 

age group is virtually always  “open-ended,” usually 75+ , 85+, or 90+.  Age groups are typically 

divided by sex and are sometimes further subdivided by race, ethnicity, and other characteristics. 

Our discussion and examples focus on populations divided by age and sex, but the procedures we 

describe would be basically the same if the population were further subdivided by race, ethnicity, 

and other characteristics. 

 In the application of the method as originally developed, the first step in the projection 

process is to establish the launch year population and calculate the number of persons in it who 

survive to the end of the projection interval.  This is done by applying age-sex-specific survival 

rates to each age-sex group in the launch year population. The second step is to calculate  

migration during the projection interval for each age-sex group.  The application of migration rates 

provides a projection of the number of persons in each age-sex group moving into or out of an area 

during the projection interval (or, for models using net migration data, the net change due to 

migration).  The third step is to calculate the number of births occurring during the projection 

interval.  This is accomplished by applying age-specific birth rates to the female population in each 

age group. The final step in the process is to add the number of births (distinguishing between 

males and females) to the rest of the population. These calculations provide a projection of the 

population by age and sex at the end of the projection interval.  This population then serves as the 

starting point for the following interval.  The process is repeated until the final target year is 

reached. Figure 21-2 illustrates the steps in this process. Figure 21-2 is meant to be illustrative. Not 

each and every application of the cohort-component method follows the steps shown in it. 
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Illustrating this point, in the examples for national and subnational projection provided later for 

Canada, there are adjustments made to the basic steps shown in Figure 21-2 to deal with the effect 

of migration on births and deaths. 

   

    (FIGURE 21-2 ABOUT HERE) 

 

Projecting  Mortality 

  

The mortality rates (or their functional equivalents) used in cohort-component projections 

can be projected in a number of ways. The simplest is to assume that age-specific rates will 

remain unchanged at current levels. For short horizons, this will often be a reasonable 

assumption. For longer horizons, however, this assumption may not be valid and methods that 

incorporate changing rates then become necessary. Such methods include a variety of 

extrapolation techniques, techniques tying mortality rates in one area or population to those in 

another, and structural models that base changes in mortality rates on changes in socioeconomic 

variables. 

 The use of extrapolation techniques assumes that the future will mirror the past in certain 

important ways.  Although this is not always a valid assumption, it has often led to reasonably 

accurate forecasts.  Extrapolation techniques have been widely used for mortality projections, 

sometimes following fairly simple procedures and other times applying more sophisticated 

procedures such as ARIMA time series models.  

 Extrapolation techniques are particularly appropriate when mortality trends are following a 

stable path. The critical question is whether trends will remain stable in the future. The answer to 
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this question depends on one’s views regarding the determinants of mortality trends (e.g., Ahlburg 

and Vaupel, 1990; Fries, 1989; Manton, Stallard, and Tolley, 1991; Olshansky, 1988).  

 A number of techniques tie mortality rates in one population to those in another. For 

example, the “targeting” approach is based on the idea that mortality rates in a given population 

will converge toward those observed in another population (i.e., the target).  A target population is 

chosen which provides a set of mortality rates believed to be realistic for the population to be 

projected.  This choice is based on similarities in socioeconomic, cultural, and behavioral 

characteristics; levels of medical technology; and primary causes of death (Olshansky, 1988: 500). 

It could be implemented using a “ratio” approach, as described earlier in this chapter in the section, 

“Trend Extrapolation.” 

 One form of targeting is called “cause-delay.”  In this approach, the target population is a 

younger cohort in the same population rather than the same cohort in a different population.   

Cause-delay models focus on the implications of delaying (or completely eliminating) the 

occurrence of one or more causes of death (Manton, Patrick, and Stallard, 1980; Olshansky, 

1987).  The basic premise behind this approach is that changes in lifestyle and medical 

technology have delayed the occurrence of various types of deaths until progressively older ages.  

Consequently, as time goes by, each cohort faces lower mortality risks at each age than did the 

previous cohort.  Another form of targeting is to link changes in rates for the area in question to 

changes projected for a different area through the use of ratios.  

 Life tables for most areas of the world are readily available and can be used as a base for 

mortality projections. Life tables are prepared both by the United Nations  and by the vital 

statistics agencies in most countries.  In the United States, for example, national life tables are 

published annually by the National Center for Health Statistics and a few times each decade by 
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the Social Security Administration ( Bell et al., 1992; National Center for Health Statistics, 

1997).  State life tables are typically constructed once every ten years in the United States, when 

decennial census data become available to serve as denominators for the mortality rates.  

Projecting Fertility 

  

 In projecting births, one can use a period perspective, a cohort perspective, or a 

combination of the two. The period perspective focuses on births to women during a particular 

period of time (e.g., one year). The cohort perspective is longitudinal, focusing on the fertility 

patterns of a cohort of women as they pass through their childbearing years. 

 Although the cohort perspective is superior for some analytical purposes, it is difficult to 

implement when constructing population projections. Data on completed cohort fertility do not 

become available until after a cohort has passed through its childbearing years; for women under 

age 50, only partial data are available. Birth histories of past cohorts and the fertility expectations 

of current cohorts may be used as proxies for the missing data, but they do not necessarily 

provide reliable fertility forecasts for current and future cohorts. In addition, projections for 

subnational areas are complicated by the lack of relevant data and by the effects of migration, 

which may have a significant impact on the composition of an area’s population and its fertility 

behavior. Because of these problems and the complexity of the method, we believe that most 

practitioners will be better served by using a period perspective for the production of fertility 

projections. 

 Several approaches may be used when applying the period fertility perspective. One is to 

hold current age specific birth rates (ASBRs) constant throughout the projection horizon (Day, 
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1996; Treadway, 1997).  These rates are often based on data for the most recent year, but can 

also be based on an average of data for several recent years.  Holding rates constant can be 

justified not only by the expectation that they will not change,  but also by the belief that increases 

in current rates are as likely as declines. Another approach is to extrapolate historical trends.  This 

approach is particularly useful for countries in the midst of the demographic transition from high to 

low fertility rates, but can lead to problems for countries in which the transition has already been 

completed.  If no long-run trends are clearly discernible, recent changes in fertility rates may 

simply reflect short-run fluctuations and extrapolating those changes into the future may create 

large forecast errors. Time series techniques are frequently used to develop nonlinear models for 

projecting ASBRs (Carter and Lee, 1992; Land, 1986; Lee, 1993; Lee and Tuljapurkar, 1994).    

 The “targeting” approach described earlier is another approach that can be used to project 

fertility rates (U.S. Bureau of the Census, 1979).  Before applying this approach, however, one 

must decide whether the convergence of one set of rates toward another is a realistic assumption.  

Projected ASBRs also can be created by forming ratios of birth rates in one area to those in 

another and applying those ratios to the birth rates previously projected for the area of interest.  

Finally, structural models can be developed. Such models have occasionally been used for 

projecting fertility rates at the national level (e.g., Ahlburg, 1999; Sanderson, 1999), but have 

seldom been used at the subnational level (Isserman, 1985). 

 Even given our argument in favor of the period perspective,  it is nonetheless important to 

keep the cohort perspective in mind when formulating assumptions about future fertility rates.  

For example, if recent changes have occurred in ASBRs,  the cohort perspective may offer clues 

as to whether those changes reflect a shift in the long-run trend in ASBRs or simply a short-run 

change in the timing of births. It is in this sense that a combination of the period and cohort 
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perspective may be useful. In addition, it is useful to note that there is increased use of the cohort 

approach in the European Economic Area, a development partially attributed to the availability 

of long series of historical data (Cruijsen, 1994). 

 Fertility is often the most problematic part of national population projections ( Keyfitz, 

1982; Ryder, 1990).  Long (1989) found that differences in fertility assumptions accounted for 

more of the variation in long-run projections of the U.S. population than did differences in either 

mortality or immigration assumptions.  However, immigration was considered  the most 

problematic component for the 1993 round of Canadian population projections (George, Loh, and 

Verma, 1997).  For subnational areas in many countries, fertility may be  less important than 

migration in explaining differences in rates of population growth  

(Congdon, 1992; Smith and Ahmed, 1990).   

Projecting Migration  

Migration often has a substantial impact on population growth at the national and 

subnational levels. For projection purposes, we may view migration two different ways: (1) gross 

migration; and (2) net migration.  As explained in Chapter 19, gross migration refers to the 

movement of people into and out of a given area; net migration refers to the difference between 

the two; that is,  in-migration minus out-migration.  For projecting population flows, each has its 

strengths and weaknesses. Gross migration models are “cleaner” from a theoretical and 

computational standpoint, but require more data and are more complicated to apply than net 

migration models (Smith and Swanson, 1998). Both approaches are widely used for population 

projections.    
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 We discuss two basic techniques for projecting gross migration.  The first is based on the 

application of out-migration rates and in-migration proportions for each area to be projected.  

(U.S. Census Bureau, 1966, 1972, 1979).  We  describe this technique using states as the unit of 

reference and migration data based on five-year time and age intervals.  The same technique 

could be used for other geographic areas and different lengths of migration intervals, if the data 

were available. Under this technique, out-migration rates by age and sex are calculated for each 

state using out-migration data from the decennial census as the numerators and state populations 

by age and sex (five years earlier) as the denominators.  These rates are then applied to the 

launch year population to provide a projection of the total “pool” of interstate out-migrants for 

all states. Migrants in this pool are allocated to each state according to the proportion of 

interstate migrants each state received during the base period (by age and sex).  

 The second technique for projecting gross migration uses “multi-regional models”  

 (Rogers, 1985, 1995).  In these models, migration is viewed as part of an integrated system of 

mortality, fertility, and origin-destination-specific population streams by age and sex (and 

sometimes by other characteristics as well).  For example, interstate migration in a multi-regional 

model of the United States could be represented by a 51 by 51 matrix showing the number of 

people moving from each state to every other state (including the District of Columbia), by age and 

sex.  Migration rates are calculated by dividing destination-specific gross migration streams by the 

population of each state of origin, giving each state 50 sets of age-sex-specific out-migration rates, 

one for each other state in the nation.  Because these rates are based on the population at risk of 

migration, they reflect the probabilities of moving from one state to another during a given time 

period.   A multi-regional approach has been used by Statistics Canada and is illustrated in the 

example provided later (see, e. g., Table 21-5). 
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 Migration also can be projected using net rather than gross migration.  Net migration can be 

projected using two approaches, either alone or in combination: (1) “top-down;” and (2) “bottom-

up.” The top-down approach distinguishes between the components of population growth (i.e., 

natural increase and net migration), but focuses on estimates of total net migration rather than 

separate estimates for each age-sex cohort.  It requires two steps.  First, projections of total net 

migration are made, based on recent levels, historical trends, structural models, or some other 

procedure.  Second, these projections are made by age-sex categories, based on distributions 

observed in the past.  We call this a “top-down” approach because projections for broad 

demographic categories are made first and subcategories are derived from them; here,  individual 

age-sex groups are derived from projections of total net migration.  This was the approach taken in 

the earliest sets of cohort-component projections made for states and regions in the United States 

(Thompson and Whelpton, 1933; U.S. Bureau of the Census, 1957). It is currently used for the 

international migration component of national population projections in the United States.  

Projections of the level of total net foreign immigration are based on historical data and 

expectations regarding future levels; they are done by age, sex, and race/ethnicity categories 

according to the distributions observed in recent historical data (Day, 1996).   

 The second approach to projecting net migration focuses on the development of separate 

net migration rates for each age-sex cohort in the population.  Projections are based on the 

application of age-sex-specific net migration rates to the base population in this same detail.  We 

call this a “bottom-up” approach because figures for the broad categories are derived from those 

for the subcategories; here, the total volume of net migration projected for an area is the sum of the 

individual values projected for each age-sex group. 
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 Net migration models generally combine international and internal migration.  When net 

migration is calculated as a residual, this is the simplest approach.  Separate projections of 

immigration could be made, however, by subtracting immigration from total net migration in the 

base data, and developing separate assumptions regarding future net flows of foreign and domestic 

migrants. 

 One drawback of net migration models is that they do not base migration rates on the 

population at risk. As a consequence, they create inconsistencies in projections for a group of 

areas.  Consider population projections for states.  The application of constant net migration rates 

to states with rapidly growing populations leads to steadily increasing levels of net in-migration 

over time, but the application of constant rates to states with slowly growing (or declining) 

populations leads to slowly growing (or declining) levels of net out-migration.  Because net 

internal migration must sum to zero over all states (that is, the total number of interstate in-

migrants must equal the total number of interstate out-migrants), this creates an internal 

inconsistency within the set of state population projections.  It can also lead to bias, as projections 

based on net migration rates tend to be too high for rapidly growing places and too low for slowly 

growing or declining places. 

 Some of the problems associated with net migration models can be reduced by changing 

the denominators used in constructing the migration rates.  Net migration rates for rapidly 

growing areas can be based on the population of a larger geographic unit rather than of the area 

itself.  For example, rates for rapidly growing states can be based on the national population 

rather than the state population.  This change has been found to greatly reduce projected rates of 

increase for rapidly growing states (Smith, 1986).  Alternatively, projections of net migration (or 
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population) can be constrained or controlled in various ways to prevent unreasonably large 

increases or declines (Smith and Shahidullah, 1995).  

Calculations for net migration and mortality can be combined to create a simplified 

version of the cohort-component method (Hamilton and Perry, 1962).  In this method, cohort-

change ratios (CCR) covering the time interval between the two most recent censuses are 

calculated for each age-sex cohort in the population.  Also are known as census survival rates, 

they are expressed as:   

nCCRx = nPx+y / nPx 

where nPx+y is the population aged x+y to x+y+n in the year of the most recent census; nPx is the 

population age x to x+n in the second most recent census; x is the youngest age in an age 

interval; n is the number of years in an age interval; and y is the number of years between these 

two successive censuses.  Cohort-change ratios also can be calculated for different race/ethnic 

groups.  Projections can then be made by multiplying these ratios by the launch-year population 

in each age-sex group: 

nPx+y, t = nCCRx (nPx, l) 

where nPx+y,t is the population age x+y to x+y+n in year target year t.   

 In many circumstances, especially for small areas, unique events and special populations 

must be taken into account when developing migration assumptions.  Unique events are those 

having a substantial but short-lived impact on an area’s volume and patterns of migration – for 

example,  an economic boom or bust may have occurred during the base period.   In such cases, 

one will need to decide if these conditions are likely to continue into the future and, if not, how to 

make appropriate adjustments. Special populations are groups of people who are in an area because 

of an administrative or legislative action.  These include refugees, college students, prison inmates, 
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and military personnel.  Changes in special populations result from a different set of causal factors 

than those affecting the  rest of the population. If changes in special populations are substantial, it 

is important to account for them separately when implementing the cohort-component method 

(Smith et al., 2001: 239-277). Migration is considerably more susceptible than either fertility or 

mortality to changes in economic conditions, employment opportunities, housing patterns, 

transportation conditions, and neighborhood characteristics.  Social and cultural conflicts, natural 

disasters, and government policies typically have more impact  on migration rates than on 

mortality and fertility rates. Consequently, migration is generally more difficult to forecast 

accurately than either mortality or fertility, especially for small areas.     In general, the smaller the 

subnational area, the greater the difficulty in developing accurate migration forecasts. 

 

Implementing the Cohort-component Method 

 

Several issues must be considered when implementing the cohort-component method. To 

preserve the integrity of age cohorts as they progress through time, it is helpful to follow a basic 

principle: The number of years in the projection interval should be greater than or equal to the 

number of years in the age-groups.  For example, five-year age-groups are well suited for making 

projections in five- or 10-year intervals, but are not well suited for making projections in one-year 

intervals.  The logic is simple: the survivors of people aged 10-14 in 2005 will be 15-19 in 2010, 

but making projections of persons who will be 11-15 in 2006 is more complicated and the results 

less precise.  Typically, the model is applied separately for each demographic subgroup. These 

strata are then combined to create other categories. The female stratum is typically projected first 

because a projection of females is needed to determine the projection of births.  The procedures for 
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applying the rates for components of change are the same for each subgroup. Cohort-component 

models are often constructed for five-year age groups, starting with 0-4 and ending with 75+ or 

85+.  The use of five-year age groups is common because projections of five-year groups in five-

year intervals satisfy the needs of a wide range of data users and, in addition, can be interpolated 

both into single years of age and into individual years within a five-year projection interval using 

procedures described in Appendix C. 

Single-year cohort-component models also are widely used, especially at the national 

level.  Some county-level projections use this more detailed age breakdown.  Cohort-component 

models with single years of age automatically provide annual projections and offer an obvious 

advantage over models built from more aggregated age groupings. They make it easier to 

provide projections for customized age groups (e.g., 5-17) required by data users in areas such as 

education, health care, and the criminal justice system.  In addition, single-year models provide a 

more precise reflection of population aging; by focusing on single-year cohorts as they move 

through time, they pick up subtleties missed by five-year models.  

Single-year models are considerably more time consuming and costly to construct and 

maintain than five-year models.  A single-year model with 100+ as the terminal age group has 

202 age-sex categories.  In contrast, a five-year model with 85+ as the terminal age category has 

only 36 age-sex categories.  For a 20-year projection horizon, a single-year model requires the 

application of 202 separate birth, death, and migration rates for each of 20 distinct time periods.  

A five-year model requires only 36 birth, death, and migration rates for four time periods.  In 

spite of the widespread use of powerful microcomputers, issues of data management for single-

year models are still imposing when three or four race/ethnic groups are added to the task. 
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In some circumstances migration data are available only in 10-year intervals (e.g., net 

migration between two decennial censuses).  Strictly speaking, this would dictate the use of 10-

year migration rates and 10-year projection intervals.  However, a common practice is to 

transform 10-year migration rates into five-year rates by dividing by two and averaging the rates 

for two adjacent birth cohorts (Note that a given 5-year cohort appears in two 10-year cohorts, 

but in different 5-year time periods). Another approach is to use census data on migration in the 

five year-period preceding the census.  

A final consideration before implementing the cohort-component method is the impact of 

data error and data consistency.  Data problems tend to increase as the level of demographic 

detail increases and as population size declines.  It is important to verify historical population 

data and, if necessary, to adjust the basic demographic rates before running the projection model. 

In some cases, it may be necessary to adjust for census enumeration and other forms of error as 

well. 

 

Example of a National Projection 

 

We illustrate the cohort-component method for national population projections using as 

an example Statistics Canada’s “medium scenario” projection of the female population (Statistics 

Canada, 2001). Statistics Canada has been preparing population projections on a regular basis 

since 1969. They are given for single years of age and sex, each year, with a horizon of 25 years 

for the provinces and territories, and 50 years for Canada as a whole. Long-term projections are 

generally revised every five years, following the national census. The projections employ a 
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regional cohort-component method (the term “region” represents Canada’s 10 provinces and 3 

territories). The input data for the projections (population by age and sex, fertility, mortality, 

immigration, emigration, non-permanent residents, and internal migration) come from official 

population estimates published in Statistics Canada’s, Annual Demographic Statistics.  

In order to produce consistent and comparable projections for Canada and its provinces 

simultaneously, a “hybrid bottom-up” projection model is used. In this model, assumptions on 

fertility, mortality, immigration, emigration, and non-permanent residents are developed at the 

national level and consistent provincial assumptions, incorporating internal migration 

projections, are derived from them. The model allows separate projections of each component at 

the provincial/territorial level, thereby taking into account regional differences. (George and Loh, 

2000).  It has been the general practice to include several alternate assumptions for fertility, 

mortality, and migration in preparing the projections. The combination of assumptions yields 

numerous projections from which a set of projections is selected for publication purposes 

representing plausible maximum, medium, and minimum population growth. 

         Other special features of the projection model include: (1) an adjustment of the base 

population for net census undercoverage; (2) the use of component parameters – fertility, 

mortality, emigration, and internal migration - based on population estimates, which also are 

adjusted for net census undercoverage; (3) the use of the “Pearson Type III curve” for projecting 

age-specific fertility rates; (4) the projection of mortality using the Lee-Carter model (Lee and 

Carter, 1992); (5) the use of age-specific emigration rates to project emigration; (6) the use of the 

Rogers-Castro multi-regional model (Rogers and Castro, 1978)  to project  inter-regional age-

specific out-migration rates for migration; and (7) taking the indirect effects of migration 
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(internal and international) on births and deaths into account by surviving the  “population 

adjusted for migration,” rather than the “launch” population, as is generally done in cohort 

component projections.   

The launch population in our example is the official set of estimates of Canada’s female 

population by age on July 1,  2000 (first column of Table 21-3).  Life expectancy at birth (eo), 

used to represent the mortality component, is based on: (1) the trend and pattern of life 

expectancy at birth in Canada; (2) the observed and projected mortality trends and patterns in 

other industrialized countries; and (3) consideration of medical progress and health-related 

factors which are expected to affect future mortality.  Three assumptions are developed in regard 

to future mortality; they incorporate a greater increase in male life expectancy than female life 

expectancy and, hence, reductions in the gap between male and female life expectancy at birth.  

These assumptions are shown in Figure 21-4. 

The Lee-Carter model used to distribute the projected gains in eo by age ( in the form of 

age-specific death rates)  involves the following equation: 

ln(mx) = ax + bxkt 

where ln(mx) represents the logarithm of the central death rates at age x; ax and bx, age specific 

constants; kt, time. 

To ensure a smooth transition from the last year of observation to the first projection 

year, ax is set equal to the logarithm of the 1996 age-specific death rates (mx) for each sex, so that 

when kt equals 0, the equation produces the 1996 central death rates at each age.  The bx series 

determines the rate of mortality change at each age.  It is set to distribute the projected gains in eo 
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by age, according to the age-specific rates of change observed over the 1971-1990 period for 

both sexes at the national level. The kt values are calculated to yield the exact eo values assumed 

for each sex.  Life table values at ages above “zero” are calculated from projected age-specific 

death rates.  The required schedule of survivorship probabilities at different ages for each  sex (e. 

g., Sx values for females in Col. 2 of Table 21-4) is calculated from the Lx values of the life 

tables for Canada. Projected survival ratios by age for females (Col. 7 of Table 21-4) are applied 

to the corresponding female population adjusted for migration in Col. 6 of Table 21-4 to obtain 

the annual number of survivors, as shown in Table 21-4.  The survivors of the births (155,990 in 

the table) are obtained by multiplying the total number of female births during 2000 to 2001 

(156,690) by the survival ratios from birth to age “under one year.”  The female births in this 

table are obtained by multiplying total births (322,274) in Table 21-3 by the proportion of female 

births (0.4862).  

For projecting fertility, a Pearson Type III curve was applied to the TFRs shown in Figure 

21-4 to derive projected age-specific fertility rates.  This required four parameters: (1) the total 

fertility rate (TFR); (2) the mean age of fertility; (3) the variance of the age specific fertility 

rates; and (4) the skewness of the age-specific fertility rates.  The first parameter provides the 

level of fertility, while the other three provide a measure of the timing of births or age pattern of 

childbearing.  The application of the model rests on an analysis of each of these four parameters, 

and the formulation of assumptions on their future course over the projection period (Verma, et 

al., 1994).  A comparison of actual age-specific fertility rates for Canada in 1991 and those 

obtained from the Pearson Type III curve is shown in Figure 21-3. 

   (FIGURE 21-3 ABOUT HERE) 
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As described in Figure 21-4, three assumptions are developed for the first two parameters 

(TFR and mean age of fertility), and one assumption is developed for the variance and skewness 

of the age-specific fertility rates.  Given their small impact, values for the latter two parameters 

are assumed to be constant over the projection period at the level of the three-year average for 

1995, 1996, and 1997. 

  In generating the age-specific fertility rates using the parametric model, the low fertility 

assumption is combined with a high value for mean age of fertility, which is assumed to increase 

from 28.5 in 1997 to 31.0  by 2026; and the high fertility assumption is combined with a low 

value for mean age of fertility, which is assumed to increase from 28.5 in 1997 to 29.0 by 2026.  

For the medium fertility assumption, the mean age of fertility is assumed to increase from 28.5 in 

1997 to 30.0 by 2026. 

Table 21-3 shows the derivation of projected births for 2000-2001.  Births at each age are 

calculated by multiplying the female population of each childbearing age (15-44) by the 

corresponding fertility rates. Total births are derived by summing the values for each age so 

obtained. Because the projected population refers to July 1, an adjustment is required to convert 

calendar year births to “census year” births, i.e., July 1 of year t to June 30 of year t+1.  This 

adjustment is done by adding half of the births of year t and half those of year t+1 (see Table 21-

3).  The adjusted births between July 1 and June 30, 2001 are then distributed by sex using a sex 

ratio at birth of 105.33 boys to 99.67 girls.  Total births are multiplied by 0.5138 to obtain male 

births; the male births are then subtracted from total births to obtain female births.  Table 21-3 

shows these calculations. 

[TABLE 21-3 ABOUT HERE] 
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Statistics Canada deals with migration at the national level by projecting immigrants and 

emigrants as separate components. Net immigration accounted for 76% of the total population 

growth in Canada in 1999-2000.  The impact of this component on growth is expected to 

increase substantially in the coming years, even if the current below-replacement fertility level 

remains constant.   

Two approaches have been used for projecting immigration in Statistics Canada's past 

projections. In the first, migration assumptions were formulated based on the analysis of past 

trends, focusing on recent periods.  The second approach was based on annual immigration 

planning levels by the government.  The method chosen in the projection example presented here 

is a combination of these two approaches (George and Perreault, 1992).  Given the increasing 

importance of this component and the wide fluctuations in immigration (e. g., 84,000 to 250,000 

immigrants per year between 1985 and 1993), three assumptions (high, medium, and low) were 

formulated (See Figure 21-4).  The age-sex composition of the projected numbers of immigrants 

was derived using an assumed age-sex distribution based on the average of “stock” (census) and 

“flow” (immigration) data (Verma and George, 1993). 

Statistics Canada decomposes emigration into three elements: emigrants; net variation in 

persons temporarily abroad; and returning emigrants.  The total numbers of emigrants are thus 

obtained by subtracting returning emigrants from the sum of emigrants and the net variation in 

persons temporarily abroad. Total emigration is projected by applying age-sex specific 

emigration rates to the projected population for each year.  The required emigration rates were 

developed by calculating annual age-sex specific rates for the years 1997-1998 and 1998-1999 
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and averaging them.  In the single emigration assumption, these rates are kept constant from 

2000 onward, as shown in Figure 21-4.  

The Non-permanent resident population (NPR) is a group that forms part of the initial 

population in year t. It consists of the following persons and their dependants: (1) student 

authorization holders; (2) employment authorization holders; (3) Ministers' permit holders; and 

(4) refugee status claimants. The size of the NPR population is expected to remain fairly stable. 

It is subject to natural increase but not to migration.  Hence, only the effect of NPRs in year t on  

fertility and mortality (natural increase) is taken into account for projection purposes without 

actually “projecting” them to year t+1.  Following are the steps in allowing for this component.  

First, before the t+1 years' projected population is produced, the number of NPRs disaggregated 

by age and sex is subtracted from equivalent age and sex groups in the total population (Column 

1 of Table 21-4) in year t.  Second, births and deaths of NPRs are then calculated separately for 

each year and are included in the totals for these components.  Third, the stock of NPRs 

separated from the launch year population in year t is then added to the surviving permanent 

population in year t+1.  The process is continued for each year until the end of the projection 

period (see, e.g., Table 21-4).  A single assumption in terms of absolute numbers is developed 

for this component, as is shown in Figure 21-4.  The projected NPR numbers are disaggregated 

by age and sex using an assumed distribution.  

(FIGURE 21-4 ABOUT HERE) 

Table 21-4 presents the various operations involved in projecting the female population 

of Canada, 2000 to 2001, by the cohort-component method.  As stated earlier, it includes 

refinements that distinguish it from the illustrative procedure shown for the cohort-component 
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method in Figure 21-2. As an example of these deviations, births are calculated separately, as 

shown in Table 21-3.  The “under 1 year” population in col. 1 of Table 21-4 represents  female 

births derived from the calculation of total births, as shown  in Table 21-3 (The same procedure 

as shown in Table 21-4 is used to produce the projected population for males in 1tΡ + ). The sum 

of female and male populations gives the total population for both sexes together in year t+1.  

The same process is continued for projecting the male, female and total population for each year 

until the end of the projection period (2026).   

[TABLE 21-4 ABOUT HERE] 

 

Example of a Subnational Projection 

 

In the cohort-component method, the main difference between national and subnational 

projections is the addition of the component of internal migration.  Although an assumption that 

future international migration will be negligible can be justified for many countries, internal 

migration plays a significant role in almost every country and at the subnational level is often the 

most important and complex component of population change. The example provided here is for 

the province of Ontario.  The basic methodology used is the same as that used at the national 

level. As stated earlier, provincial projections of mortality, fertility, immigration, and emigration 

are tied to the national projections of these components. 

The provincial assumptions of life expectancy at birth (eo) are derived from the three 

national assumptions (Figure 21-4) by applying the 1995 and 1996 average provincial/national eo 

ratios.  The differences in eo from one province to another are assumed to continue during the 
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projection period. For example, the female provincial/national  eo ratio for Ontario was 1.00.  

This ratio was applied to the projected life expectancy value for Canada in 2026 to obtain 84.0,  

the life expectancy at birth projected for Ontario in 2026.  The same approach with 

provincial/national ratios is used for other components to derive the corresponding provincial 

values from the values at the national level.  The rest of the calculations involved in deriving the 

survival ratios shown in Table 21-5 are the same as for mortality projections at the national level. 

The assumptions of fertility for Ontario are derived from the national assumptions as 

shown in Figure 21-4. In using the ratio method (as illustrated for mortality), average 

provincial/national ratios were calculated for the three most recent years and consideration was 

given to the extent to which Ontario (and each of the other regions) is “catching up” with the 

national fertility level.  The calculation of fertility rates and births is made using the parametric 

approach described for Canada as a whole and as illustrated in Table 21-3.   

With respect to immigration for provinces, the three assumed numbers at the national 

level were first distributed by province based on the basis of the average distribution of 

immigrants for each province for the most recent years (1997-1999).  The provincial totals were 

then distributed by age and sex based on the basis of an assumed age-sex distribution.  

Emigration was projected by applying age-specific emigration rates to the projected population 

at risk for each province.  The provincial emigration rates were derived from the single 

assumption of emigration at the national level.  With regard to the non-permanent residents 

(NPR), the assumed number at the national level was distributed by province according to an 

average province/Canada ratio based on the distribution for the most recent years (see Col. 5 of 

Table 21-5). 
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The projections of internal migration for provinces are based on a multiregional 

migration model (as illustrated in Table 21-5). The application of this model at the provincial 

level requires detailed migration data as follows: (1) origin-destination-specific migration 

streams disaggregated by age and sex for each province at 1-year migration intervals for a 

substantial time interval; and (2) the corresponding base population to compute out-migration 

rates. Statistics Canada produces estimates of inter-provincial migration using administrative 

data files from three sources: Revenue Canada income tax files, Family Allowance files before 

1993, and Child Tax Benefit Program files (which replaced Family Allowance files) since 1993 

(Statistics Canada, 2002).  The migration estimates are available  (with age and sex detail) on an 

annual basis for each year since 1966-1967.  

The application of a multiregional migration model requires projected age-sex specific 

out-migration rates and origin-destination proportions. The method has four basic steps. First, 

projected crude out-migration rates and origin-destination proportions are developed according 

to a selected migration scenario. Second, corresponding age-sex specific rates are derived from 

the extrapolated crude out-migration rates using the Rogers-Castro parametric model (Rogers 

and Castro, 1978; Bélanger, 1992).  Third, these age-specific out-migration rates are applied to 

the corresponding provincial population to yield out-migrants by age and sex. Fourth, these out-

migrants are distributed as in-migrants to other provincial destinations using the projected origin-

destination proportions. (In this last step it is assumed that the destination proportions do not 

vary by age or sex.)  The assumed rates and proportions are then assessed in terms of the 

reasonableness and acceptability of the resulting levels of net migration, taking account of local 

expertise and expert judgment. The application of the projected rates and proportions is 

illustrated by the following equations: 
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Mxi = (mxi)(Pxi) 

where: 

Mxi  = the total number of annual out-migrants from origin i by age and sex: 

Pxi  = the population of age and sex, x, at origin i; and 

Mxi  = the annual out-migration rates of persons by age and sex, x, from origin i. 
 

The out-migrants from each area of origin is distributed by area of destination on the 

basis of in-migration proportions:  

Mxij = (Mxi)( Pij) 

where: 

Mxij  = the number of annual out-migrants by age and sex, x, moving from area i to area j 

(origin-destination flows); 

Mxi  = the number of annual out-migrants by age and sex, x, from area i; and 

Pij  = origin-destination proportions, from area i to area j where ∑ P ij = 1 for any i. 

The in-migrants (I) and out-migrants (O) and net migrants (NM= I-O) are aggregated from the 

origin-destination flows for each region. 

Three scenarios (assumptions) are developed to provide a range of net-migration for each 

province: “west;” “central;” and “medium.” The “west” scenario is based on the migrant data for 

the years 1992-1993; the “central” scenario is based on the migrant data for the years 1984 –

1987; and the “medium” scenario is the average of the “west” and “central”. The west scenario is 

considered relatively favorable for a certain group of provinces, while the central scenario is 
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relatively favorable for the remaining provinces.  The net-migration figures for Ontario presented 

in Col. 5 of Table 21-5 are taken from the medium scenario. 

The multi-regional model described here is a sophisticated (and complex) method for 

projecting internal migration by age and sex (for further details, see Statistics Canada, 2001).  

Apart from the complexity of the method in terms of the data required and the projection process 

involved, the most cumbersome step is to obtain projected net-migration figures consistent with 

provincial inputs based on local knowledge or expert judgement.  One way to simplify the 

process may be to automate the implementation of the net migration targets.  This could hasten 

the crucial adjustment process required to improve the quality and acceptability of projection 

results. 

 

[TABLE 21-5 ABOUT HERE] 

 

Table 21-5 illustrates the various operations involved in projecting the female population 

of Ontario according to the “medium” assumption for one year, 2000-2001.  The steps followed 

are the same as shown in Table 21-4, the only difference being the additional column of net 

internal migration (col. 5).  (The same process is continued for each year to 2026.)   

 

Summary Comments on the Cohort Component Method 

 

The Cohort component method is widely used, relatively easy to explain, and practical.  

It permits the use of already available data and existing theoretical knowledge on the dynamics 

of population growth, and takes into account  causal factors, at least at the level of basic 
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components and compositional factors. It has the capability to produce consistent and 

comparable national and subnational projections that are easy to  update on a regular basis. Much 

of the work required to use this method lies in the in-depth analysis and development of 

assumptions for each of the components of change. The cohort component method also has its 

shortcomings and limitations. One is that it does not explicitly incorporate socio-economic 

determinants of population change. For dealing with this issue, we now turn to a discussion of 

structural modeling. 

 

STRUCTURAL MODELS 

 

  Demographers and others often face questions that cannot be answered using projection 

methods based solely on demographic factors - the demographic consequences of the closing of a 

large manufacturing plant, for example.  Structural models come into play here because 

population projections developed by this method can account for factors including the economy, 

environment, land use, housing, and the transportation system. We describe two general 

categories of structural models—economic-demographic models and urban systems models. 

Economic-demographic models are typically used to project population and economic activities 

for larger geographic areas such as counties, labor market areas, states, and nations. Urban 

systems models focus on small geographic areas such as census tracts and block and typically 

include projections of population, economic activities, land use, and transportation patterns.  In 

addition to their differences in geographic scale, these two types of models often provide 

alternative explanations of the causes and consequences of population change. Some structural 

models contain only a few equations and variables (Mills and Lubuele, 1995), while others 
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contain huge systems of simultaneous equations with many variables and parameters (Data 

Resources Incorporated, 1998; Waddell, 2000).  Our objective is to provide a general 

introduction and overview of the use of structural models for population projection.  We do not 

provide details for building or implementing these kinds of models; such details can be found in 

Putman (1991), San Diego Association of Governments (1998, 1999), and Treyz (1993). 

 
 
 
 
 
 
 
Economic-Demographic Models 
 

 

Economic-demographic models sometimes focus on the total population, but most often deal 

with one or more of the components of population change. Only a few applications have dealt 

with fertility and mortality; typically,  these applications have focused on nations or regions of 

the world where fertility and mortality are the most important contributors to population growth 

(Ahlburg, 1999). Fertility and mortality models have also been proposed for subnational areas, 

but have rarely been implemented (Isserman, 1985). For population projections, internal 

migration has been the predominant concern of economic-demographic models; consequently, 

we confine our discussion to models for migration and total population. 

Virtually all economic-demographic models of migration are based on a premise set forth 

more than a century ago that people move principally “to ‘better’ themselves in material 

respects” (Ravenstein, 1889: 286).  Economic factors such as job change, unemployment, and 

wages or income are therefore used to project migration or population.  The empirical evidence 

clearly shows that the strongest links are found with job change rather than other economic 
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factors (Isserman et al., 1985; Kreig and Bohara, 1999).  The fact that jobs attract people and 

people create jobs underlies most economic-demographic models in use today. Migration and 

population change are also influenced by non-economic factors such as climate, coastal location, 

life cycle changes, personal characteristics, and social networks (Astone and McLanahan, 1994; 

DaVanzo and Morrison, 1978; Fuguitt and Brown, 1990; Massey et al, 1987).  A complete 

migration model including both economic and non-economic factors, however, is problematic 

for projecting migration or population because the independent variables themselves must be 

projected.  Projections of these non-economic variables are rarely available, while projections of  

economic variables can be obtained from national, state or county-level economic models. 

We describe three general approaches for designing and implementing economic-

demographic models: (1) Econometric models, which  use regression methods to project 

migration as a statistical function of the economy; (2) balancing models, which  project 

migration as the difference between the projected supply and demand for labor; and (3)  ratio-

based models, which typically derive population projections directly from employment 

projections. 

Econometric Models. The econometric approach uses equations that determine migration 

from one or more economic variables. Parameters for these equations are estimated from 

historical data using regression techniques.  Projections are then made by solving the equation(s) 

using the projected values of the independent variable(s).  The migration equation(s) are 

typically integrated into a large economic model that also provides projections of the economic 

factors. 

The most widely used econometric models of migration are “recursive,” whereby 

migration is influenced by the economy, but does not itself influence the economy.  Recursive 
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models cannot reflect the full range of interactions between migration and the economy, but 

nonetheless have proven successful for projecting migration (Clark and Hunter, 1992; 

Greenwood and Hunt, 1991; San Diego Association of Governments, 1999; Greenwood, 1975; 

Tabuchi, 1985).  Recursive relationships have also been implemented in multiregional migration 

models (Campbell, 1996; Foot and Milne, 1989, Isserman, et al., 1985, Rogers and Williams, 

1986).  Non-recursive models attempt to capture the joint impacts of migration and the economy 

on each other.  Although they are more complicated and require larger resources than recursive 

models, “non-recursive” models for projecting migration have been occasionally employed 

(Conway, 1990; Mills and Lubuele, 1995; Treyz et al., 1993). 

Balancing Model. The concept behind the balancing model is simple.  If labor supply 

exceeds labor demand, workers migrate out of the area; if labor demand exceeds labor supply, 

workers migrate into the area.  Balancing models are typically less costly to implement and 

easier to use than econometric models because they do not require large-scale systems of 

equations, huge amounts of data, or the use of formal statistical procedures.  However, they do 

require numerous computations and assumptions (see Murdock and Ellis, 1991, for an example). 

Labor demand is often represented by a measure of job opportunities typically projected using 

export-base models, input-output models, and extrapolation techniques (Greenberg, et al., 1978; 

Murdock et al., 1984).  Labor supply is determined by applying labor force participation rates to 

a projected population derived from a cohort-component model that assumes zero net migration.  

The migration of workers is determined by  the difference between projected labor supply and 

projected labor demand.  As a final step, the migration of workers is transposed into a projection 

of all economic migrants, including other family members, through assumptions related to 

characteristics such as marital status and family size. 
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Population/Employment Ratio. The population/ employment (P/E) model projects total 

population directly; it does not consider any single component of change.  Despite some 

drawbacks, the P/E model is the easiest and least expensive way to incorporate economic factors 

into a population projection.  The simplest P/E model uses a single ratio representing total 

population to total employment, holds the ratio constant at its current value, and applies the ratio 

to a projection of employment.  This approach is no longer used very often because P/E ratios are 

known to change over time and vary according to demographic subgroup (Murdock and Ellis, 

1991). 

For many years,  the “OBERS” model, developed by the U.S. Bureau of Economic 

Analysis (BEA) in the mid-1960s, was arguably the most widely used P/E model.  Population, 

employment, and earnings projections for states and metropolitan areas were developed from this 

model until the mid-1990s (U.S. Bureau of Economic Analysis, 1995), when budget cutbacks 

forced the BEA to stop preparing projections.  The approach taken in OBERS divides the 

population into three age groups: pre-labor pool (less than 18), labor pool (18-64), and post-labor 

pool (65+).  Projections of the labor pool population are directly related to changes in 

employment and the pre-labor pool population projections are tied directly to the projections of 

the labor pool population. Post-labor pool projections are independent of economic changes.  A 

numerical example of the OBERS approach is found in Smith et al. (2001). 

 
 
Urban Systems Models 
 

 

Urban systems models are used throughout the world to project the distribution of 

residential and nonresidential activities within urban or metropolitan areas.  They differ in 



 61

several important ways from economic-demographic models.  First, they are designed to be used 

for much smaller geographic areas.  Second, they use different independent variables.  Along 

with economic factors such as jobs and income, urban systems models include land use 

characteristics (e.g., zoning, environmental constraints, land value and land supply) and 

characteristics of the transportation system (e.g., travel times, cost, and distances).  Third, they 

use geographic information system (GIS) technology, which plays an important, perhaps an 

essential, role in urban systems models (for a general discussion of GIS, see Appendix D).  

Fourth, urban systems models require considerably more information, time, and resources to 

implement than economic-demographic models.  Finally, urban systems models address many 

issues (e.g., air quality, traffic congestion, loss of open space, and public transportation) that 

cannot be considered in most economic-demographic models. 

Urban systems models vary considerably in their theoretical approaches, mathematical 

design, data requirements, and ease of implementation, but they typically consist of three major 

components—regional projections, land use and activity, and transportation. They are usually 

applied using five-year time intervals (see Figure 21-5).  Population and economic projections 

are required for the region covered by the model (e.g., metropolitan or labor market area).  These 

regional projections are often produced using the economic-demographic models previously 

discussed.  The land use and activity component consists of a complex set of procedures for 

distributing the regional projections into zones within the region.  Applications typically involve 

between 150 and 300 zones. These zones often comprise one or more census tracts, but land use 

and activity models have been developed for smaller geographic areas such as census blocks, 

gridcells, and assessors’ parcels (San Diego Association of Governments, 1998; and Waddell, 
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2000).  The transportation component projects characteristics of the transportation system such 

as traffic volumes and speeds on roadways and on public transportation lines.   

 

  (FIGURE 21-5 ABOUT HERE) 

 

A fundamental characteristic of urban systems models is the iterative and explicit 

relationships between land use characteristics, activity location, and the transportation system as 

shown in Figure 21-5.  The distribution of population in virtually all such models relies on the 

link between home (residential location) and workplace (employment location).  These links are 

represented by travel probabilities between zones based on time, distance, or cost and 

commuting patterns (Putman, 1991).  Residential location influences the spatial distribution of 

employment, particularly employment that serves a local population such as retail trade and 

services. As Figure 21-5 indicates, this relationship is implemented by assuming a lag between 

residential location and location of employment. 

The transportation system both influences and land use characteristics play an important 

role in determining the location of population and other activities; and urban system models 

contain procedures to reconcile the demand for land with its available supply (San Diego 

Association of Governments, 1998; and Waddell, 2000). 

 
Comments on  Structural Models 
 

 

Structural models - especially urban systems models -  require more resources and are more 

difficult to implement than the other models discussed in this chapter.  They often require 
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extensive base data, sophisticated modeling skills, and complex statistical procedures and 

computer programs.  Therefore, they are accessible only to a relatively narrow range of 

practitioners, although the Transportation, Economic, and Land Use System (TELUS) may help 

reduce the barriers to implementing this system (Pignataro and Epling, 2000).  In addition, there 

is  no evidence to suggest that structural models provide more accurate population forecasts than 

other methods and, given their small geographic scale, their forecast accuracy is not likely to be 

high in many applications.    Yet, structural models are used more frequently today than ever 

before because of their ability to investigate and analyze a wide range of theoretical, planning, 

and policy questions (Boyce, 1988; Tayman, 1996b; Treyz, 1995).  Decision making and 

planning often require the analysis of many interrelated factors for different geographic areas.  

For example, planners and policy makers may be required to meet the challenges posed by 

increasing traffic congestion, housing shortages, and deteriorating infrastructure.  Structural 

models can make important contributions to the planning and decision-making process; they can, 

for example,  provide warnings when proposed actions might lead to unintended or undesirable 

consequences (Schmidt, Barr, and Swanson, 1997; Tayman, 1996b).  In some circumstances, 

preparing simulations and scenarios is more valuable than any specific projection or forecast. 

 

 

 

RELATED PROJECTIONS 

 

 Projections of households, school enrollment, poverty, employment, health and other 

population-related characteristics are needed for many types of planning, budgeting, and analysis. 
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For simplicity, we refer to these as socio-economic projections.  Because of  the demand for 

socioeconomic projections and their close link to projections of basic demographic characteristics, 

it is not surprising that the former are often made on the basis of the latter and that public and 

private sector organizations around the world are involved in the production of socio-economic 

projections (CACI, 2000; Fullerton, 1999; Kintner et al., 1994;  Siegel, 2002: 508-510; Snider, 

1996; Tayman, 1996b).   

Much of the previous discussion of population projections can be applied to socio-

economic projections as well - terminology, data sources, methods, and evaluation criteria.  The 

projection of socio-economic characteristics, however, has two important features that  

distinguish it from strictly demographic projections.   

The first is that some socio-economic characteristics are directly affected by policy 

decisions (Opitz and Nelson, 1996). For example, projections of university enrollment are 

affected by changes in university entrance requirements, projections of prison populations are 

affected by changes in sentencing guidelines, and projections of housing demand are affected by 

changes in eligibility requirements for home mortgages. In some instances, then, knowledge 

regarding the details of public policy is essential to the production of projections of socio-

economic characteristics. 

The second is that projections of socio-economic characteristics involve achieved 

characteristics - those that can change over one’s lifetime, such as marital status, income, 

educational attainment, occupation.   As a result, projections of socio-economic characteristics 

involve a variety of assumptions in addition to those for projections of strictly demographic 

characteristics.  At high levels of aggregation, achieved characteristics are often related to 

ascribed characteristics (those that are set at birth, such as age and sex)  in clearly identified 
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patterns. For example, school enrollment  is closely linked to the age structure of the population. 

These patterns form a basis for projecting socio-economic characteristics.   

Two fundamental approaches are frequently used to prepare such projections. The first 

approach is the  “participation ratio method” (also known as the “participation rate method,”  

“prevalence ratio method,” and “incidence rate method”). In this approach,  socio-economic 

characteristics are related  to demographic characteristics through the use of ratios (Siegel, 2002: 

509-511; Swanson and Klopfenstein, 1987; United Nations, 1999).  Once such ratios are 

established, they can be projected in a number of ways, such as holding them constant at recent 

levels, extrapolating recent trends, tying them to ratios found in other places, or developing 

structural models that forecast changes in them.  The second approach is the cohort-progression 

method.  In this approach, projections are developed by “surviving” people with particular socio-

economic characteristics. The Hamilton-Perry Method discussed earlier in this chapter is an 

example of this approach.   Because these two approaches are used so frequently for projections 

of socio-economic characteristics,  we discuss them in some detail.  

It should be noted that virtually all socio-economic projections can be handled using 

structural models.   In particular, there are many structural models designed to deal with 

economic activity, including employment according to industry and occupation, income, and 

other variables (Data Resources Incorporated, 1998; Treyz, 1993, 1995).  In the case of the 

“REMI” model developed by Data Resources Incorporated (1998), detailed user manuals show 

how one can “call” for particular projection outputs such as the total employed according to age 

and sex.   It is worth noting that many structural models such as REMI explicitly accommodate 

user judgment in the development of the projections.  
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Participation Ratio Method-  In this approach,  current and historical data are used  to 

construct participation ratios – that is, proportions of the population (stratified  by age, sex, and 

perhaps other demographic characteristics) that have the socio-economic characteristic of 

interest. These ratios are projected into the future using one or more of the techniques described 

previously. The projected ratios are then applied to population projections (stratified by age, sex, 

and other characteristics) for the geographic area(s) under consideration to obtain a set of  socio-

economic projections. The population projection must have sufficient demographic detail to 

match up conceptually and empirically with the denominator originally used to construct the 

participation ratio of interest.  

 The steps used in this approach  can be summarized as follows: 

(1) Launch Year Participation Ratio  = P
c
dt/Pdt 

(2) Projected Participation Ratio =  ( P
c
dt+i/Pdt+i) 

(3) Independently Projected Population  = (Pdt+i) 

(4) Projected Population with the Characteristic = P
c
dt+i = ( P

c
dt+i/Pdt+i)*(Pdt+i) 

where  

P = population 

c = socio-economic characteristic (e.g., number  employed) 

d = demographic data  (e.g., age-sex) 

t = launch date 

t+ i = target date 
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 As an example of this method, we show part of the results from a projection of  “days of 

hospital care” prepared in the late 1980s  by Kintner and Swanson (1994: 285), of male retirees 

of the General Motors Corporation. The projected number of male retirees aged 75-79 for 1990 

was 5,719 (using the cohort-component approach).  Multiplying this number by 4,263.7 “days of 

care” per 1,000 males in this age group  (a value taken from the 1987 National Hospital 

Discharge Survey), Kintner and Swanson obtained a projected value of  24,384.1 days of care for 

this group ( 24,384.1 ≈  5,719* 4.2637).    

Cohort Progression Method-  In this approach,  participation ratios are constructed in 

the same manner as in the participation ratio method, but they are projected into the future on a 

cohort basis using information on changes in those ratios between two previous dates.  The 

conventional form of this method uses ratios of the number of persons aged a with a particular 

socio-economic characteristic in year t to the number of persons aged a-y with that characteristic 

in year t-y.  The initial projections are made by applying these ratios to the number of persons 

with the characteristic of interest in the launch year. This method can be represented as follows: 

(1) Initial cohort progression ratio = P
c
d,a,t/ P

c
d,a-y,t-y 

(2) Projected cohort  =  P
c
d,a+y,t+y = (P

c
d,a,t/ P

c
d,a-y,t-y) *( P

c
d,a,t) 

where the symbols have the same meaning as above. 

The cohort progression method is applied recursively, as is done in any survivorship 

exercise.  It is important to remember that cohort progression ratios represent net cohort change 

rather than gross change.  This distinction is important because fundamental patterns may be 

masked without knowing the numbers “entering and exiting” a population (Fullerton, 1999).    It 

also is worthwhile noting that the cohort progression method is used less often than the rate 
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progression method, which employs absolute numbers rather than ratios.  As an example of this 

method, consider a projection for 2003 of the number of persons aged 19 who are expected to 

have a driver’s license in Fredonia. In 2001,  40,437 of the persons aged 18 held a driver’s 

license and 41,073 of this same cohort (now 19 years of age) held one in 2002. The ratio of 2002 

to 2001 is 1.01573 = 41073/40437.  Multiplying this ratio by the number of 18 year-olds with a 

driver’s license in 2002 (40,200) yields a projection for 2003 of 40,832 persons aged 19 who are 

expected to hold a driver’s license (40,832 ≈ 1.01573*40,200). 

  

Projecting Households and Families  

 

Projections of households and families are required for many uses, particularly those that 

depend on information regarding future numbers of consumer units. For many goods and 

services, households and families are more effective units of demand than the individual because 

they are the basic units into which people are organized for purposes of consumption.   In 

addition to demographic factors, the number of households depends on conditions affecting the 

supply and cost of housing, family income, and cultural norms regarding, among other things, 

the number of generations living together. Thus, procedures for projecting the number of 

households and families may vary according to whether they represent: (1) extensions of past 

trends; or (2) embodiments of  various norms relating to the size and composition of households 

and assumptions regarding the supply and cost of housing, family income, and other such 

factors.  Short of developing a structural model, assessment of potential changes in non-

demographic factors over time will be important in choosing the assumptions for future 

participation ratios or cohort progression ratios. 
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Participation Ratio Method-  A refined participation ratio would take into account 

demographic characteristics associated with household “headship.” The general procedure 

consists of applying to the population, projected by age and sex, various estimating ratios which 

are related to marital, household, and family status, such as the proportion of the population in 

each marital category and the proportion of each age denominated as “household heads” 

(“headship ratios”).  This method is often referred to as the “Headship Rate” Method. In it, the 

total number of households is derived by summing the number of heads obtained by age and sex.  

In a still more elaborate form of the participation ratio method, data on marital status, by age and 

sex, and data on various categories of family and household status, by age and sex of head, are 

combined, and the pertinent age-specific proportions and rates are projected or held constant as 

seems appropriate, to provide projections of married couples and of households and families by 

type.  Depending on the data available and the procedure employed, one could obtain, for 

example, the number of households by age and sex of head; the number of households headed by 

families, by type of family (e.g., husband-wife, other male head, female head); the number of 

households headed by individuals, by sex; the number of (secondary) families who live with 

other (primary) families in the same household; the number of married couples and nuclear 

families, by whether they are living in their own households or in the households of others. In 

summary, probably the single most useful way to project households is to combine the projection 

of participation ratios with the results of a fully elaborated cohort-component population 

projection. This takes into account both changes in headship ratios and population composition. 

Because of its operational simplicity, both in terms of the input required and the design of the 

model, and perhaps its reasonably good performance, the “headship ratio” approach has been 

adopted by the United Nations and several countries since it was first used in the United States as 



 70

early as 1938 (United Nations, 1973: 31). It can take into account the latest population 

projections as its base, specifically, the projected adult population disaggregated by age-sex.  

Cohort Progression Method - We have already alluded to the use of the cohort approach in 

projecting the percent ages in each marital category when making projections of marital status.  

The cohort approach may be extended to include the projection of the percentages of heads, 

when data on heads of households by age are available for a set of time points.  This general 

procedure is directly applicable to series like percent married or percent heads, which are 

essentially cumulative by age.   

 

Projecting School Enrollment 

 

Projections of the number of children who will be enrolled in school are needed to formulate 

educational policies and plan educational programs and, specifically, to plan for needed schools, 

classrooms, and teachers.  Because almost all children in the compulsory attendance ages for 

elementary school attend school, projections of the total population of elementary school age, in 

relation to the number expected to attend, are also useful in determining needs.  In addition, 

projections of school enrollment ratios can be used in preparing projections of labor force 

participation ratios because the two sets of ratios are inversely related, especially at certain ages. 

Projections of the educational attainment of a population are also needed for national 

planning.  The present and prospective educational attainment of a population influences its 

development.  Social and economic relationships in a population change in many ways as its 

educational level changes. 
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As was the case with the earlier discussion on household projections, this discussion covers 

the two principal methods, the participation ratio method and the cohort progression method.  A 

simple component method can also be employed (i.e., allowing for new entrants, dropouts, 

deaths), but is not usually practical.  

Participation Ratio Method - One way to project  enrollment is  to develop age-specific 

enrollment ratios (i.e., proportions of the population enrolled in school at each age) in 

combination with the projected population by age (Swanson, et al., 1998).  The assumption 

relating to future age-specific enrollment ratios may be quite simple One may assume, for 

example, that current age-specific enrollment ratios will continue into the future. One could also 

use one of the extrapolation techniques to project age-specific enrollment ratios.  Past trends in 

the ratios may be assumed to continue as observed or to continue in a modified fashion.  In those 

instances where the enrollment ratios approach 100 percent and extrapolation using a growth rate 

could cause these enrollment ratios to exceed 100, the complements of the enrollment ratios, may 

be projected instead. Legal requirements and practices with respect to the ages or grades of 

school attendance have ordinarily been incorporated into projections of school-age population 

and school enrollment.  The possibility of developing projections of enrollment which 

incorporate new norms representing more inclusive age and grade spans, and even hypothetical 

enrollment ratios for the base year, needs to be considered if provision is to be made in the future 

for upgrading the current level of school services. 

When projections of school enrollment are made by the participation ratio method, they 

rarely contain detail on grade or school level.  To obtain such figures, one procedure is to prepare 

projections by age first, and then to distribute the projected total enrollment at each age by grade 

or school level on the basis of recent census, survey, or administrative data (holding the 
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distribution constant or extrapolating it).  Alternatively, projections of enrollment for broad 

school levels at each age may be calculated by the use of age-level enrollment rates (i.e., in 

relation to total population at each age) and total enrollment at each age may then be derived by 

summation. 

Cohort Progression Method - This method is particularly useful for providing separate 

information on entries into and withdrawals from school by age.  Here, one begins with a 

distribution of persons enrolled by age and carries this population forward by use of age-specific 

rates of net school accession and net school withdrawal. A set of net accession rates and net 

withdrawal rates may be derived by taking the relative difference between enrollment ratio at 

successive ages given in a census.  A net accession rate is obtained for the ages where enrollment 

ratio are increasing and a net withdrawal rate is obtained where enrollment ratios are decreasing.  

Rates of net accession are applied to the population not-enrolled to derive new enrollees, who are 

added to the enrolled population, and rates of net withdrawal are applied to the enrolled 

population to derive dropouts and deaths, who are removed from the enrolled population. 

The cohort progression method may also be used to develop enrollment projections for 

grades.  In this procedure the number of enrolled persons classified by grade is carried forward to 

each subsequent calendar year by use of projected grade-retention rates or grade-progression 

rates, representing the proportion of children in a given grade who will advance to the next grade 

in the course of a year.  A historical series of grade-retention ratios may be developed on the 

basis of survey data or data from the administrative records of the school system and then 

projected forward on an annual basis. 

As with age-specific enrollment ratios, in projecting grade-retention rates, the regular 

methods of extrapolation can be used, but if the rates are very high (i.e., near 100 percent) and 
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the trend is one of rapid increase, conventional methods can produce values in excess of 100 

percent.  In this case an asymptotic equation which prevents getting a projected value of 100 

percent or more can be used, or the complements of the grade retention rates (i.e., grade-dropout 

rates) can be extrapolated on a geometric basis. 

 

Projecting the Labor Force 

  

Labor force projections are needed to indicate the number of jobs which the economy must 

make available and as a point of departure in making projections both of the economy as a whole 

(Fullerton, 1999) and of regional economies (Treyz, 1993, 1995).  Labor force projections must 

be matched by projections of manpower requirements for effective national economic planning, 

however (Thompson, 1999). It is worthwhile noting that some labor force projections have 

tended to assume that labor force participation ratios are independent of the general state of the 

economy, although in fact the number of persons seeking work does depend on the demand for 

labor, the availability of jobs, and on the need for a job within the family (Rosenthal, 1999).    

Participation Ratio Method - A simple age-specific ratio method may be employed: 

proportions of the population in the labor force by age and sex (i.e., labor force participation 

ratios or economic activity ratios) are assumed for future dates and applied to projections of the 

population of working age (e.g., 14 years and over) disaggregated by age and sex.  In the 

simplest form of the method, these participation ratios are held constant at the level observed in 

the last census or some recent survey.  Such projections take account only of expected shifts in 

the future size, age, and sex composition of the population.  For many ages of males, say from 25 

to 54, the best assumption may be to use current participation ratios because nearly all males are 
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in the labor force and likely to remain so. The projections may, however, allow explicitly for 

expected changes in participation ratios.  The difficult problem is to determine how the ratios 

might change for males at the fringe ages of economic activity, for females, and for race and 

ethnic groups that historically have lagged in their labor force participation.  Accordingly, it is 

useful to take into account the relationship between worker ratios and various socioeconomic 

variables affecting labor force participation.  Because the variables of marital status and the 

presence or absence of young children define quite different levels of economic activity for 

female workers, it is especially useful to consider ratios specific for these variables separately in 

developing projections for women.  Average age at marriage and of childbearing and number of 

children previously born may also be taken into account directly or indirectly.  Consideration 

may be given to the availability of public services and facilities, such as day-care centers and 

nurseries, which could affect the participation ratios for women with children.  

Cohort Progression Method – A typical  form of the cohort progression method consists of 

carrying forward the economically active population by age and sex to future dates by use of 

probabilities of net entry and probabilities of net withdrawal through death or retirement.  The 

probabilities of net entry are applied to the inactive population to determine accessions for the 

first year, and the probabilities of net withdrawal, separately for retirement and death if possible, 

are applied to the active population to determine separations for the year.  The estimated new 

entrants are then subtracted from the inactive population and added to the active population. 

Similarly, separations due to retirement are subtracted from the active population and added to 

the inactive population (see, e.g., Kintner and Swanson, 1994).  Rates of net entry and of net 

withdrawal due to retirement may be derived from the relative change in activity rates at 

consecutive ages as given by census data.  In the current data for the United States, until about 
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age 35, these changes are positive and the rates are considered rates of net entry.  At the older 

ages, the changes are negative and the rates are considered rates of net withdrawal.  The rates can 

then be adjusted to exclude the effect of mortality.  This variation of the cohort method has the 

virtue of providing, as valuable by-products, the annual number of net entrants into, and net 

withdrawals from, the labor force, disaggregated by age.  Such information is of specific use in 

national economic planning, both for the utilization of new workers and for management of 

retirement and other programs for older ages. 

Projecting Health Characteristics 

 
Health and health care issues represent a major budget and planning issue for many 

organizations ( Kintner, 1989, Kintner and Swanson, 1994, 1996; Pol and Thomas, 2001).  It has 

been estimated, for example, that General Motors Corporation spends 30 percent of its annual 

budget on health care for its employees and their dependents (Kintner and Swanson, 1996). With 

huge amounts of resources at stake, it is little wonder that the projection of health characteristics 

is of wide interest. However, health characteristics are also of interest because of issues beyond 

budgets and planning.  For example, by 2015, it has been projected  that the population of 29 

African countries will be 8.1 percent lower due to the impact of HIV/AIDS (UN, 1998: 31). 

Participation Ratio Method- As described earlier in the beginning of this section, Kintner 

and Swanson (1994) used this approach in combination with the cohort-component method in 

projecting hospitalization levels for a retiree cohort.  In the first step, hospital utilization ratios 

according to age and sex were developed from national surveys in the United States. These ratios 

were kept constant over the projection horizon, but they could have been modified using one of 

the trend extrapolation methods described earlier this chapter.  Next, the numbers of  retirees was 
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found  by age and sex using a cohort-component approach. In the final step, the projected 

numbers in each age-sex group were multiplied by the corresponding hospital utilization ratios 

and specific cohort utilization levels were found annually by taking a weighted sum of the 

products, were the weights are the number of surviving retirees in a given age-sex groups for a 

given year. 

Cohort Progression Method - The projection of HIV/AIDS done by the UN represents a 

variation on the cohort progression method  (UN, 1998). In the first step, models are used to 

estimate the annual incidence of new infections. Second, estimates of deaths due to AIDS are 

estimated using assumptions about the progression from HIV infection to AIDS and from AIDS 

to death. Third, these deaths are added to deaths expected in the absence of AIDS and revised 

life tables are calculated. Finally, the revised life tables are used in a cohort-component 

projection. 

 

ADDITIONAL CONSIDERATIONS 

  

The preceding sections of this chapter covered the “nuts and bolts” of producing population 

projections. Knowledge of these methods and materials is essential to the projection process, but 

does not resolve all the issues related to constructing and evaluating population projections and 

using them for planning and analysis. In order to maximize the usefulness of population and 

related projections, a number of additional issues must be considered. Among the most important 

are the following. 
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Providing Necessary Detail refers to customizing projections  made for a specific use or data 

user, so as to fit exactly the purposes for which they will be used (e.g., annual projections 

covering a 10-year horizon of the number of children living in a school district, by single years 

of age).  In many instances, however, projections are made without reference to a particular use 

or data user.  For these “general purpose” projections, it is much more difficult to determine 

which geographic areas, target years,  and characteristics to include.   

The needs of the largest number of data users can be met by making projections for a 

wide variety of geographic areas, characteristics, and target years.  Using these building blocks, 

data users can put together projections that cover the specific areas, characteristics, and time 

periods they need.  The greater the amount of detail produced, however, the greater the amount 

of time and resources needed to construct the projections.  Consequently, the producers of 

population and related projections typically provide only a limited amount of detail.   

National government agencies generally make projections at the national level and for 

major subnational units such as states, provinces, or departments, often classified by age, and 

sex.  Related projections may include households, the labor force, and poverty status.  National-

level projections often extend 50 or even 100 years into the future, while projections for 

subnational areas typically cover shorter horizons (e.g., 20-30 years).  The level of detail 

included in national projections is often determined by the statistical needs of national 

government agencies. 

Subnational (e.g., state, provincial, municipal ) governmental agencies (or their 

designees) often make projections for states/provinces and smaller geographic areas (e.g., 

counties, cities, census tracts).  The amount of socioeconomic and demographic detail included 

in these projections varies tremendously from one place to another; again, it is frequently 
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determined by the statistical needs of  government agencies.  Some private companies make 

highly detailed projections for very small areas (e.g., block groups), but typically cover very 

short horizons (e.g., five years).  

Face validity is the extent to which a projection is based on appropriate methods, 

incorporates high-quality data, uses reasonable assumptions, and accounts for relevant factors.  

The appropriateness of a method depends primarily on the purposes for which a projection will 

be used and the type of data available.  Many methods are appropriate for projections of total 

population, but projections of age groups usually require some type of cohort approach and 

projections of economic-demographic interactions require a structural model.  Other types of 

projections require data and techniques specific to the nature of those projections (e.g., labor 

force participation ratios, school enrollment ratios).  Data quality is determined by the length of 

the data series as well as its completeness, reliability, and timeliness. 

Although “reasonableness” (of assumptions) is a subjective concept, assumptions can be 

judged according to the extent to which they fit current conditions, relevant theory, and changes 

in factors known to affect population change.  These factors include population structure, 

socioeconomic characteristics, and mortality, fertility, and migration.  For small areas, other 

factors may play an important role as well: the size of the area, constraints on growth (e.g., flood 

plains, environmentally protected areas), location (e.g., distances from major employers and 

shopping centers), transportation characteristics (e.g., access to highways and railways), land-use 

policies (e.g., zoning and regulatory restrictions), and special populations, such as persons 

residing in prisons, college dormitories, and military barracks (Murdock et al., 1991).  

Information on factors like these has been called “domain knowledge” (Ahlburg, 2001; 

Armstrong, 2001: 778).   
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 Plausibility is the extent to which a projection is consistent with historical trends, the 

assumptions inherent in the model, and projections for other areas.  Plausibility is closely related 

to face validity, but focuses on the outcomes of the projection process rather than the inputs.  If a 

projection is not based on valid data, appropriate methods, and reasonable assumptions, it is not 

likely to provide plausible results.  

  Like face validity, plausibility is a subjective concept but can be tested using a variety of 

internal and external evaluations.  Internal evaluations address questions like:  Are the projected 

trends consistent with those observed in the past, prevailing demographic conditions, and 

demographic theories?  Consistency tests may be conducted by examining selected age groups 

(e.g., less than one year, ages of school attendance, labor force, retirement ages) and comparing 

projected demographic indices (e.g., growth rates, survival ratios, birth rates) with those 

observed over the past  few years.  External evaluations compare projections with those 

produced for similar areas or those produced in other countries at a similar stage of development.  

Production Cost is an important consideration. Labor is the primary factor of production 

for most types of projections, so that the cost of labor is the primary cost of production.   A great 

deal of time must be spent considering assumptions and relevant details; collecting, verifying, 

correcting, and adjusting input data; putting together projection models; and evaluating the 

plausibility of projection results.  Other costs (e.g., computer hardware and software, purchases of 

proprietary data) are typically small in comparison. Costs increase with the level of methodological 

complexity and analytical sophistication required; the amount of socioeconomic and demographic 

detail included; the number of geographic units covered; and the extent to which domain 

knowledge is incorporated in the methodology.  In many instances, trade-offs will have to be made 

between the scope of projections and cost.   
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Timeliness has several dimensions.  One refers to the release of input data.  Some data are 

available only once per decade, others are available annually or even monthly.  Some are 

available shortly after their reference dates, others only after a lag of several years.  The more 

frequently and quickly data become available, the greater their usefulness for producing 

projections. Another dimension is the amount of time needed to construct a set of projections. 

Other things being equal, the more quickly projections become available to the data user, the 

greater their potential usefulness.  A third dimension of timeliness is the frequency with which 

projections are updated.    Because shifting trends often reflect short-run deviations rather than 

fundamental long-run changes, the availability of recent projections may be more important 

when dealing with short horizons than long horizons. There is no uniform practice among 

national agencies:  Some update their projections annually, some every other year, and some at 

irregular intervals. A survey of 30 industrialized countries in 1988 showed that 15 countries 

updated their population projections only at intervals of four years or longer (Cruijsen and 

Keilman, 1992: 23).  In the United States, national projections are updated roughly once every 

three years; in the United Kingdom, every two years; and in Australia, every four years.  

Statistics Canada revises long-run projections for Canada and its provinces and territories 

following every quinquennial census and prepares short-run (five-year) updates every year 

(George, 2001).   

Ease of application is determined by the amount of time and the level of expertise needed 

to collect, verify, and adjust input data, develop a projection model, and generate the desired 

projections.  This issue is particularly important for those with limited training or expertise in 

constructing projections or who face severe time or budget constraints.  Several computer software 

packages are available for applying the cohort-component method at the national level (Bongaarts 
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and Bulatao, 2000: Appendix A), but there are few (if any) software packages that incorporate a 

variety of methods and account for the unique features of population growth and demographic 

change in small areas. This concept also refers to  the extent to which data sources, assumptions, 

and projection techniques can be described clearly to data users.  Some data users are interested 

only in the projections themselves, not in how they were produced; for them, this issue is 

irrelevant.  Others, however, can truly evaluate (and properly use) a set of projections only if they 

understand precisely how they were made.  For them, a clearer and more comprehensive 

description of the methodology adds considerable value to the projections.   

Political Considerations refer to the context in which projections are made. All 

projections are influenced by the context in which they are produced and by the perspectives of 

those who produce them; i.e., all projections are judgmental in the sense that they reflect a 

variety of choices made during their preparation. The outcomes of cohort-component models are 

determined by assumptions regarding future mortality, fertility, and migration rates;  structural 

models are affected by choices of variables and functional forms, labor force and school 

enrollment projections are influenced by assumptions as to trends in labor force participation and 

school enrollment ratios.  Even projections from simple trend extrapolation are affected by 

choices of data, techniques, and length of base period.  Judgment is sometimes influenced by 

political (i.e., non-technical) considerations. As noted by Moen (1984), population growth is 

deeply embedded in politics.  A national government may want to show that the elderly 

population is growing rapidly in order to support its initiative to overhaul the current retirement 

system.  A state government may want to show that poverty rates are declining to illustrate the 

effectiveness of its economic policies.  A business group may want to show the need for 
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additional public investment in infrastructure.    If such political concerns outweigh technical 

considerations, the credibility of the projections may be compromised. 

Data users must become aware of the political context in which projections were made.  

Who made the projections?  Did they have a personal stake in the results?  What roles were the 

projections expected to play?  What data, techniques, and assumptions were applied?  Political 

considerations do not uniformly compromise the objectivity of projections; in some instances, in 

fact, they may substantially improve their quality ( Tayman, 1996a).  Learning the answers to 

questions like these, however, will help data users evaluate projection results. 

Forecast Accuracy is for many analysts and data users, the most important issue 

(Carbone and Armstrong, 1982; Mentzer and Kahn, 1995; Yokum and Armstrong, 1995).  

Without such information, the usefulness of projections for many purposes is limited. 

Fortunately, a substantial amount of information on population forecast accuracy is available. 

Forecast error can be defined as the difference between a projected number and an actual number 

(Smith, et al., 2001: 302).  For population projections, census counts are typically used as proxies 

for “actual” numbers; population estimates are sometimes used as well. Although it is widely 

recognized that census counts and population estimates also contain errors, such errors have 

relatively little impact on the accuracy of long-range projections and are seldom accounted for in 

evaluations of forecast accuracy.   

Many measures of forecast accuracy can be used.  In demography, the most common are 

the mean absolute percent error (MAPE), mean percent error (MPE), median (or median 

absolute) percent error, root mean squared error, root mean squared percent error, and various 

transformations of these measures or their underlying data ( Ahlburg, 2001; Siegel, 2002: 471-

484; Smith, et al., 2001).  Some measures (e.g., MAPE) refer to precision, or how close a 
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projection is to an actual value regardless of the direction of the difference; others (e.g., MPE) 

refer to bias, or the tendency for projections to be too high or too low. 

Some generalizations on forecast accuracy are as follows. 

 (1)  Precision tends to increase as population size increases ( Bongaarts and Bulatao, 

2000; Isserman, 1977; Murdock et al., 1984; White, 1954).  Large places typically have smaller 

MAPEs than small places, but once a certain population size has been reached further increases 

in size generally do not lead to further increases in precision ( Smith, 1987; Tayman, 1996b).  

Bias appears to have no consistent relationship with population size, as the tendency for 

projections to be too high or too low is about the same for small places as large places. 

 (2)  Precision tends to be greatest for places with positive but moderate population 

growth rates and to deteriorate as growth rates deviate in either direction from these levels  

(Isserman, 1977; Murdock et al., 1984; Smith, 1987; Tayman, 1996b).  MAPEs are particularly 

large for places that have been either growing or declining rapidly.  Bias is also affected by 

growth rates, as projections for places that have been losing population tend to be too low and 

projections for places that have been growing rapidly tend to be too high ( Smith, 1987; Smith 

and Shahidullah, 1995). 

 (3)  Precision tends to decline as the length of the projection horizon increases.  This 

result has been found not only for population projections ( Bongaarts and Bulatao, 2000; 

Keilman, 1990; Keyfitz, 1981; Stoto, 1983), but for forecasts in other fields as well ( Ascher, 

1981; Batchelor and Dua, 1990; Schnaars, 1986).  MAPEs have often been found to grow about 

linearly with the projection horizon, at least for several decades ( Ascher, 1981; Schmitt and 

Crosetti, 1951; Smith and Sincich, 1991).  The length of the projection horizon, however, 
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appears to have no impact on the tendency for projections to be too high or too low (Smith and 

Sincich, 1991). 

(4)  The lower the current fertility rate and the higher the prevailing life expectancy, the 

higher the precision, ceteris paribus (George and Nault, 1991). 

 (5)  Forecast accuracy is not the same for all launch years ( Keilman, 1990; Keyfitz, 

1982; Long, 1995).  Although measures of precision often show some degree of stability over 

time, measures of bias vary dramatically from one launch year to another ( Isserman, 1977; Kale 

et al., 1981; Smith and Sincich, 1988).  The study of past forecast errors may therefore tell us 

something about the likely level of precision of current projections, but it can tell us little or 

nothing about whether those projections are likely to be too high or too low. 

 (6)  The choice of projection method has no consistent impact on forecast accuracy.  No 

single method uniformly produces more accurate population projections than all other methods.  

In particular, complex methods are no more likely to provide accurate forecasts of total 

population than simpler methods ( Stoto, 1983; Long, 1995; Pflaumer, 1992; Smith and Sincich, 

1992; White, 1954).  Similar results have been found for other types of forecasts as well  

 (Mahmoud, 1984; Pant and Starbuck, 1990; Schnaars, 1986).  Causal models have been found to 

provide more accurate population forecasts than non-causal models in a few  instances  

(Sanderson, 1999), but most studies have found no consistent differences between causal and 

non-causal models ( Kale et al., 1981; Murdock et al., 1984; Smith and Sincich, 1992).   

 (7) Incorporating expert opinion on the selection of methods  and on assumptions for 

particular methods can contribute to higher precision (Ahlburg and Lutz, 1998).  

(8)  Combining projections based on different methods, data sets, or combinations of 

assumptions often leads to greater forecast accuracy than can be achieved by individual 
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projections.  This result has been found for forecasts of variables as diverse as gross national 

product, corporate earnings, stock prices, electricity demand, psychiatric conditions, rainfall, and 

sunspot cycles ( Clemen, 1989; Mahmoud, 1984; Schnaars, 1986).  Raising the number of 

projections in the combination generally improves forecast accuracy, but by diminishing 

increments.  Combining projections can be accomplished by using simple averages or various 

types of weighted averages.  It improves forecasting performance because each individual 

projection provides unique information and the errors tend to offset each other to some degree.  

Combining reduces the risk of making large errors. Although it has seldom been used for 

population projections, there is some evidence that its use may now be increasing ( Ahlburg, 

1999; Smith and Shahidullah, 1995). 

Accounting for Uncertainty   has been the subject of many studies conducted over the last 

50 years. They have found roughly similar results regarding the precision of population forecasts.  

Table 21-6 shows “typical” MAPEs for a variety of projection horizons and geographic levels.  

(These hypothetical errors are based on the assumption that there are no errors in the launch year 

populations.)  Although errors for individual places will vary—with some having much larger 

errors and others much smaller errors than those shown here—this table provides rough but 

reasonable estimates of the average levels of precision that might be expected for current forecasts 

of states, counties, and census tracts.  Errors for nations vary according to  population size, with 

MAPEs for large countries generally being smaller than those shown here for states and MAPEs 

for small countries generally falling somewhere between those shown for states and counties 

(Bongaarts and Bulatao, 2000: 38-44).  

 

(TABLE  21-6 ABOUT HERE) 
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Table 21-6 illustrates the uncertainty associated with population projections, especially for 

small areas and long horizons.  Given the widespread use of population projections for decision 

making in both the public and private sectors—and the high stakes often associated with those 

decisions—it is essential that data users have some understanding of the uncertainty inherent in 

population projections.  Summaries of  previous forecast errors are helpful, but they do not provide 

information regarding the uncertainty of a specific current set of projections. Such information can  

be provided in several ways. One approach is to construct several alternative series based on 

different methods or different specifications of a particular method.  The most common practice is 

to produce several sets of cohort-component projections based on different combinations of 

assumptions (Campbell, 1996; Day, 1996; Statistics Canada, 2001).  The primary benefit of 

producing alternative series is that they show the populations stemming from different but 

reasonable models, techniques, and combinations of assumptions.  The primary limitation is that 

they do not provide an explicit measure of uncertainty. The question, “How likely is it that the 

future population will fall within the range suggested by two alternative series?” cannot be 

answered using this approach. 

 Another approach is to construct prediction intervals to accompany a particular population 

forecast.   Prediction intervals can be based on specific models of population growth (e.g., time 

series models), empirical analyses of past forecast errors, or the subjective judgment of population 

experts (Bongaarts and Bulatao, 2000: 200-204; Smith et al., 2001: 334-339).  The primary 

advantage of this approach is that it provides an explicit probability statement to accompany a 

particular population forecast.  Disadvantages include: (1) Model-based prediction intervals are 

data-intensive, difficult to produce, and subject to a variety of specification errors; (2)   
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Empirically-based prediction intervals require the collection of a large amount of historical data 

and are dependent on the assumption that future error distributions will be similar to past error 

distributions; and (3) Experts are often overconfident and tend to underestimate the uncertainty 

inherent in their forecasts (Bongaarts and Bulatao, 2000: 203).  Alternative series and prediction 

intervals both provide useful information regarding the uncertainty of future population growth.  

Data users can incorporate this information into their deliberations and make better decisions than 

would be possible if they had no knowledge of the likely range of future errors.  Using formal or 

informal “loss functions”, they can assess the gains or losses associated with different forecast 

errors (Bongaarts and Bulatao, 2000: 188).  In some instances (e.g., when it is more costly to 

anticipate too little growth than too much growth), the best choice may be to base decisions on low 

or high projections rather than the ones deemed most likely to provide an accurate forecast of 

future growth. 

 

CONCLUDING NOTE 

  

The production of population and related projections involves many choices regarding 

data, techniques, and assumptions.  Making the best choices requires taking account  of the 

purposes for which the projections will be used and the constraints under which they are 

produced.  Simple methods require less time, data, and expertise than more complex methods, 

but provide less demographic and socioeconomic detail and offer fewer opportunities to analyze 

the determinants and consequences of population growth.  Investigating input data series and 

correcting errors can improve data quality but is time consuming.  Evaluating the consistency of 

projections with historical trends can uncover data and modeling errors but delays the release of 
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projection results.  Adjusting for special populations or unique events can improve forecast 

accuracy but requires specialized domain knowledge.  Providing a range of projections increases 

the amount of information available to data users, but requires more production time and may 

open the door to political misuse of the results (e.g., choosing the scenario that favors a particular 

political position regardless of its technical merits).  Only after balancing the costs and benefits 

of all aspects of the projection process can the analyst make optimal choices for any particular 

project. 

 These choices require the application of professional judgment.  No matter how objective 

and rigorous the projection methodology, many subjective elements remain.  Consequently, it is 

imperative that analysts provide a clear, comprehensive explanation of the projection 

methodology.  Otherwise, data users cannot  truly evaluate projection validity and plausibility. 

 We believe that it is generally best to use the simplest method(s) consistent with the 

purposes for which the projections will be used. This allows scarce resources to be directed 

toward activities that often have a substantial positive impact on the quality of the projections 

(e.g., evaluating and correcting input data, accounting for domain knowledge) rather than 

activities that have little or no impact (e.g., establishing an extensive database or developing an 

unnecessarily complicated model). Devoting resources to the collection of domain knowledge is 

particularly important for small-area projections, where unique events and special circumstances 

often play a major role in population change.  In many instances, averages based on a variety of 

methods or sets of assumptions are likely to be preferable to projections based on a single model. 

 All forecasts are subject to error.  Given the errors shown in Table 21-6, why should the 

analyst even bother making population and related projections?  Why should data users pay any 

attention to them?  There are several reasons for doing so.  First, the projection process itself is 
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educational, teaching a great deal about the components of population growth and the 

determinants of changes in related variables.  Second, projections are helpful in analyzing the 

impact of alternative scenarios or combinations of assumptions on population growth and 

demographic change, regardless of the accuracy of specific forecasts.  Finally, there is really no 

alternative to making projections:  Ignoring potential change is generally not the best way to plan 

for the future. 

 Accuracy is an important characteristic, but it is not the only criterion upon which 

projections can (or should) be judged.  In the final analysis, projections can best be judged 

according to their “utility,” or the improvements they bring to the quality of information used in 

decision making (Tayman and Swanson, 1996).  If these benefits are greater than the costs of 

production, then projections are worthwhile.  Despite their shortcomings as forecasts, population 

and related projections can play an extremely important role in many types of planning and 

analysis. 
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Table 21-2  Projection Results for Island and Walla Walla Counties Using Different 
Extrapolation Methods, 2005 to 2015 
 
 
 ISLAND COUNTY  WALLA  WALLA COUNTY 
Method/Year 2000 2005 2010 2015  2000 2005 2010 2015 
SIMPLE 
  Linear 74200 81020 87841 94661  54200 55701 57201 58702 
  Geometric 74200 87617 103459 122166  54200 55929 57713 59554 
  Exponential 74200 87599 103416 122091  54200 55934 57724 59572 
COMPLEX 
   Linear Trend 74200 81837 89358 96879  54200 55472 57263 59053 
  Quadratic 74200 87949 98936 110936  54200 58664 62264 66194 
   Logistic 74200 83749 90437 96172  54200 56302 58542 60872 
  ARIMA 74200 77287 78889 79719  54200 53870 53863 53863 
RATIO 
  Constant 74200 78430 83692 89337  54200 57319 61133 65257 
  Shift 74200 82999 93352 104803  54200 53139 52216 50978 
  Share 74200 80371 87930 96095  54200 55559 57221 59017 
RANGE 
  Absolute N/A 10662 24565 42447  N/A 5525 10048 15216 
  Percent N/A 13.86 31.14 53.26  N/A 10.40 19.24 29.85 
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 Table 21.3 Example for Calculation of Projected Births, Canada, 2001 (t+1

Age of  
mothers 

Female  
Population

Fertility  
Rates, 

Number of 
births, 
2000

Female 
Population

Fertility 
Rates, 

Number of  
births,  
2001 

Projected births
(Census 

July 
(Calendar 
year) July 

(Calendar 
year) 

July 1, 2000 to 
June 30, 

(1) (2) (3)=(1)x(2) (4) (5) (6)=(4)x(5) (7)={(3)+(6)}/

15 200341 0.00548 1098 200725 0.00535 1074 1086
16 200917 0.00861 1730 202053 0.00842 1701 1716
17 200783 0.01302 2614 202684 0.01276 2586 2600
18 201164 0.01894 3810 202440 0.01861 3767 3789
19 204943 0.02656 5443 203345 0.02613 5313 5378
20 204680 0.03587 7342 206800 0.03536 7312 7327
21 202626 0.04670 9463 206939 0.04613 9546 9505
22 200593 0.05863 11761 204380 0.05802 11858 11810
23 203550 0.07101 14454 202822 0.07039 14277 14366
24 205067 0.08299 17019 205567 0.08241 16941 16980
25 205918 0.09364 19282 207255 0.09314 19304 19293
26 201925 0.10203 20602 208037 0.10166 21149 20876
27 204162 0.10740 21927 204000 0.10720 21869 21898
28 208697 0.10926 22802 206089 0.10925 22515 22659
29 218615 0.10746 23492 210782 0.10763 22686 23089
30 219846 0.10222 22473 220496 0.10255 22612 22543
31 219208 0.09406 20619 221512 0.09452 20937 20778
32 220974 0.08377 18511 220918 0.08431 18626 18569
33 226851 0.07222 16383 222732 0.07281 16217 16300
34 239975 0.06030 14470 228403 0.06088 13905 14188
35 257817 0.04877 12574 241593 0.04932 11915 12245
36 266928 0.03822 10202 258987 0.03872 10028 10115
37 271402 0.02904 7882 267849 0.02946 7891 7887
38 267494 0.02139 5722 272404 0.02173 5919 5821
39 271218 0.01528 4144 268253 0.01555 4171 4158
40 269080 0.01059 2850 271947 0.01080 2937 2894
41 264843 0.00713 1888 269641 0.00727 1960 1924
42 262199 0.00465 1219 265334 0.00476 1263 1241
43 257968 0.00295 761 262484 0.00302 793 777
44 250841 0.00182 457 258151 0.00186 480 469

Total 6830625 1.48002 322995 6824622 1.48001 321552 322274
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Age 

Pop. at t  
(2000):  
"Launch  
Year" Immigrants Emigrants 

Net 
International 

Migration

Non-
Permanent 
Residents 

(NPR)
Pop. Adjusted 
for Migration

Sx (Survival  
ratio)

Survivors 
at t+1

Pop. at t+1 
(2001): First

year of 
Projection

(1) (2) (3) (4)=(2)-(3) (5) (6)=(1)+(4)-(5) (7) (8)=(6)x(7) (9)=(8)+(5)

-1 156690 0 0 0 0 156690 0.995536 
0 158410 1947 169 1778 66 160122 0.999294 155990 156056
1 167170 1513 206 1307 230 168247 0.999673 160009 160239
2 170843 1476 245 1231 371 171703 0.999767 168192 168563
3 176343 1500 290 1210 403 177150 0.999814 171663 172066
4 177117 177117

.. 

.. 
14 199459 1593 437 1156 1145 199470 0.999769 
15 200341 1588 406 1182 1300 200223 0.999740 199424 200724
16 200917 1520 378 1142 1878 200181 0.999710 200171 202049
17 200783 1496 332 1164 2557 199390 0.999684 200123 202680
18 201164 1715 266 1449 3109 199504 0.999659 199327 202436
19 199436 199436

.. 

.. 
49 217997 686 378 308 464 217841 0.997645 
50 213697 634 334 300 381 213616 0.997411 217328 217709
51 210634 568 301 267 385 210516 0.997150 213063 213448
52 210510 514 270 244 299 210455 0.996873 209916 210215
53 210399 513 234 279 274 210404 0.996545 209797 210071
54 209677 209677

.. 

.. 
95 7165 1 0 1 2 7164 0.826354 
96 5535 2 0 2 1 5536 0.810513 5920 5921
97 3871 1 0 1 0 3872 0.793388 4487 4487
98 2655 0 0 0 0 2655 0.774765 3072 3072
99 1832 1 0 1 0 1832 0.697146 2057 2057

100+ 3317 3317 0.620460 3335 3335

Total 15522683 110128 32679 77449 98890 15501242 15553417 15652307.2

Note: The population aged 0 at time t+1 is obtained by first applying the proportion of
         female births (0.4862) to the total births (322,274), then the survival ratio from birth to
         age 0 for female births, and finally adding net migration.

Table 21.4 A Cohort-Component Example for Population Projections of
the Female Population of Canada, 2000-2001 (medium projection)
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Age 

Pop. at t  
(2000):  
"Launch  

Year" Immigrants Emigrants 
Net 

International 
Migration

Net 
Internal 

Migration

Non-
Permanent 
Residents 

(NPR)
Pop. Adjusted for 

Migration
Sx (Survival  

ratio) 
Survivors 

at t+1

Pop. at t+1 
(2001): First 

year of 
Projection

(1) (2) (3) (4)=(2)-(3) (5) (6) (7)=(1)+(4)+(5)-(6) (8) (9)=(7)x(8) (10)=(9)+(6)

-1 61330 0 0 0 0 0 61299 0.99567 
0 61525 886 88 798 219 31 62421 0.99935 61034 61065
1 65168 798 107 691 202 121 65877 0.99972 62380 62501
2 66361 804 127 677 185 184 67014 0.99980 65859 66043
3 68452 813 150 663 169 209 69014 0.99984 67001 67210
4 69003 69003

.. 

.. 
14 75848 844 220 624 123 571 75272 0.99980 
15 75750 857 204 653 159 572 76023 0.99978 75257 75829
16 74834 827 188 639 207 754 75808 0.99976 76006 76760
17 74561 820 166 654 249 1053 74627 0.99974 75790 76843
18 73734 929 134 795 296 1247 74217 0.99973 74608 75855
19 74197 74197

.. 

.. 
49 80975 343 188 155 82 232 82701 0.99775 
50 79518 342 167 175 76 174 81038 0.99752 82515 82689
51 78365 308 150 158 74 194 79575 0.99726 80837 81031
52 79434 269 137 132 67 139 78458 0.99698 79357 79496
53 80595 275 121 154 62 141 79492 0.99666 78221 78362
54 79226 79226

.. 

.. 
95 2660 1 0 1 1 2 2661 0.81887 
96 2054 1 0 1 1 1 2056 0.80265 2179 2180
97 1435 0 0 0 0 0 1435 0.78516 1650 1650
98 984 0 0 0 0 0 984 0.76634 1127 1127
99 679 0 0 0 1 0 680 0.74612 754 754

100+ 1235 1236 0.66318 1327 1327

Total 5912532 59240 16717 42523 9941 42071 5922925 5944513 5986584

Note: The population aged 0 at time t+1 is obtained by first applying the proportion of 
         female births (0.4862) to the total births (126,142), then the survival ratio from birth to
         age 0 for female births, and finally adding net migration.

Table 21.5 A Cohort-Component Example for Population Projections of the 
Female Population of Ontario, Canada, 2000-2001 (medium projection) 
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Table 21-6  “Typical” Mean Absolute Percent Errors, 

by Level of Geography and Length of Horizon 

       Length of Horizon (years) 

Level of Geography     5 10 15 20 25 30   

State       3  6  9 12 15 18 

County       6 12 18 24 30 36 

Census tract      9 18 27 36 45 54 

 

Source: Smith, Tayman, and Swanson, 2001, Table 13.7. 
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Figure 21-1 Population Change in Island and Walla 
Counties, 1960-2000
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Figure 21-2 Overview of the Cohort Component Method 
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Figure 21-3  Comparison of Actual and Pearson Type III Distribution of Age-Specific 

Fertility Rates, Canada, 1991 
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Figure  21-4.  National Component Assumptions, Canada 

Component No. of 
Assumptions 

 Assumptions  

1. Fertility 3 TFR by 2026 High - 1.8 Medium - 1.48 Low - 1.3 

2. Mortality 3 M/F eo by 2026 
High 

81.5  85.0 

Medium 

80.0  84.0 

Low 

78.5  83.0 

3. Immigration 3 Level by 2026 High - 270,000 Medium - 225,000 Low - 180,000 

4. Total 
emigration 1 2-year average of age-sex specific emigration rates 

(1997-1998 and 1998-1999) 

5. Non-Permanent 
Residents 1 Constant number at 240,000 
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Figure 21-5 Urban Systems Model Components 

 

 

Source: Smith et al. (2001: 219) 
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